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ABSTRACT

This study has two goals: to contribute some Arablc
linguistic insights to the expandlng knowledge of ~sentential
theory, and to apply some modern llngulstlc technicalities
and methods to the: analysis of basic sententigl structures

in Arabic. Thus, within the scope of these two goals, this

basic structures in Arablc and at the same time to expand
the general sentential theory in Unlversal Grammar. The
work draws its theoretical framework from three sources:
the basic transformational generative grammar proposed by
Chomsky, the case grammar matrix model pProposed by Cook,
and the Arabic grammar proposed by the early Arab gram-
marians in the eighth century A.D. The new framework is
applied to the following Structures:

(1) Verbal structures
(2) Nominal structures
(3) Question structures.

It is assumed that the base generates all these
Structures equally. The transformational rules then operate
on these structures differently. The study investigates
those base-generated and transformational rules and
describes their freer and more restricted operations. It

also attempts to PTropose some constraints on such rules,



These rules and their constraints cannot be formulated
unless we understand the Arablc Structures in the light of
recent developments in llnguistic theory

Finally, the study provides some theoretical
implications for both Arabic and Universal Grammar. The
study shows that Arabic can be studied within the framework
of Universal Grammar, provided that one takes ‘account of
those language features thac are specific to the Arabic

language.

Wa l-lahu waliyyu t-tawfiq
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”ic was reported that Ibn ?Al-Anbari said:

'The philosopher and translator ?A1-Kindi (Yacqﬁb
Ibn Isbéq) went to see ?Al-Mubarrad (Abu l-cabbés)‘
[a well-known medieval Arab grammarian) and said to
him: "I find too much redundancy in the speech of
the Arabs." To this, ?Al-Mubarrad replied: '"Where
exactly do you find this?" ?Al-Kindi replied: "I
see that the Arabs say

(a) “abdullahi qa?imun

€Abdullahi 'standing up
Abdullahi is standing up.

(b) ?inna  Cabdallani qa?imun

[Comp CAbdallahi standing up]

(¢) ?inna “abdallahi® 1a - qa?imun

(Comp SAbdailahi Adjunct standing up] .

Thus different forms express the same meaning."
?Al1-Mubarrad replied, 'No, these are different
meanings expressed by different forms: (a) informs
us that “Abdullahi is standing up; (b) is a reply
to a question whether €Abdulliahi is standing up or
not; and (c¢) is a response'to a statement denying
that “Abdullahi is standing up. So the mdltiplicity
of forms is due to the multiplicity of meaning."'
"It was reported that the philosopher ?Al-Kindi
was then at a loss as to what to say. If thismatter
was beyond ?Al-Kindi's grasp to the extent that he
had to travel to inquire and question, then what
would you expect of the layman for whom matters
such as this one do not even cross his mind?"

Al-Jurjani (d. 1078). Dala?il 2al-?i%jaz,
Ed. 1961. Cairo, p. 206"

xi



INTRODUCTION

1. Overview
In this study, I shall investigate the basic sentential
Structures in standard Arabic within the scope of a modern

linguistic framework. Basic sentential structures include the -
following:

(1) Verbal structures

(2) Nominal structures

(3) Question structures. |

The study is intended to investigate the above structures
within three frameworks: (a) the basic transformational
grammar proposed by Chomsky..(b) the case grammar proposed by
Cook (1979), and (c) the Arabic grammar ptoposed by the early
Arab grammarians in the eighth century A.D. The study, however

3

will concentrate upon the Arabic structures belng described
and explained.

In Chapter One, the study will explain the Arabic
sentential theory proposed by the early Arab grammarians.
The explanation will cover two areas. The first is related
- to the sentential structures and their constituents. The
second is related to the syntactic and semantic notions of
these sentential struetures.

In Chapter Two, the study will show the semantic

modifications which have been developed in generative grammar.



These semantic modifications are shown with regard to the
developments which were made by Chomsky from 1965 onward,
1nclud1ng the thematlc relations as developed in Gruber (1965)
and Jackendoff (1972- -1976).. The study will also show indepen-
dently the semantic development in the case grammar matrix
model proposed by Cook (1979). I shall show, by using the
matrix model as 3 descriptive semantic system that we can
reach a satisfactory semantic framework to describe and explain
the Arabic structures.

In Chapter Three, I will develop a more adequate‘framework
based on basie transformational grammar, case grammar, and
Arabic grammar to describe and explain the Arabic structures
Syntactically and semantically. The structures which will be
studied here are (a) verbal Structures, and (b) nominal
Structures. The study will investigate the base-generated and
transformational rules which opeérate on these structures. In
doing so, the study will be able to capture both the freer and
the more restricted movement produced by those generative rules.
Consequently, the study will formalize some syntactic and
semantlc constraints on those generative rules in order to
descrlbe and explain accurately the basic structures in Arablc.

In Chapter Four, I will explain the scructure of question
formation. The explanation will cover two types of question
formation. The first type is the yes-no question. The second
type is the 1nformat10n questlon The two types of question

formatlon will operate on verbal structures and nominal
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structures. The study will show the Syntactic and semantic
characters of both yes-no questions and information questions.
The study will investigate the base- generated question and the
transformational question. The study will also propose some
syntactic and semantic constraints which are able to restrict
the movement of the>Q~category in order to generate
grammatical structures.

In Chapter Five, I will show some theoretical implications
for both linguistiC\theory and the Arabic language. The study
will show that Arabic Structures can be subsumed under the
hypothesis of Unlversal Grammar, provided that one takes
account of those language features which are specific to the

Arabic language.

2. Definition of Arabic

The form of Arabic treated in this dissertatian is
standard Arabic, which is neither stylistically high nor
stylistically low, but is rather a unifying literary form of
~all Arab nations. This standard Arabic form is used in
schools, universitiés, textbooks, lectures, writing media,
radio, television, in Personal letters, énd, on occasion, in
speech among educated Arabs. 1In fact, linguistic literature
has different terms to name the same variety used in this

study, such as:



(1) Literary Arabic

(2) Standard Arabic .

(3) Modern standard Arabic
(4) Modern written Arabic
(5) Qur?anic Arabic

(6) Classical Arabic.

My belief is that Arabic has 4 uniform set of syntaccic
and phonological components. The main different component
resides in the lexicon This vocabulary dlfference is due to
the historical development of Arabic which made contact with
dlfferent languages and borrowed from them many lexical items.
The major power of the solidarity of one Arabic form is due to
its stylistic variations. Arablc ranges from the highly
ésteemed style of the Qur?an to a very low stylistic level
which is thar of the spoken form of the home and the street.
Thus, it is not surprising to see a Person who does not know
how to read and write understand perfectly the highly esteemed
stylistic level of the Qur?an or the somewhat lower level of
the Arabic of the radio or television. At the same time, it
is not surprising to find that an Arab thirteen- -year-old

understands. pre-Islamic poetry.

3. Transcription

The phonetic symbols used]JlthlS study are ba81cally

those in IPA (1975)



(1)

Consonants

'-—l

el T
L N B I

17.
18.
19.
20,
21.
22,
23,
24,
25.
26.
27,
28.

O W N O wN

._[x

[b]
[t]
(]
[d]
[d]
(k]
[q]
[?]
(]
(€]
(£]
)
[*o]

o]

[s]

[s]

(z]
[¥]
[X]
[£)

h]

[h]
(r]
[1]
[m]
[n]
[w]
[y]

voiced bilabial stop

volceless apico-dental stop

voiceless apico-dental emphatic stop
voiced apico-dental stop

voiced apico-dental emphatic fricative
voiceless velar stop

voiceless dorso-uvular stop

voiceless glottal stop

voiced lamino- -alveolar palatal affricate

voiced radico- -pharyngeal fricative
voiceless labio-dental fricative

_voiceless inter-dental fricative

voiced inter-dental fricative
voiced inter-dental emphatic fricative
voiceless apico- alveolar fricative

voiceless apico-alveolar emphatic
fricative

voiced apico-alveolar friéative
voiceless lamino-palatal fricative
voiceless dorso-uvular fricative
voiced dorso-uvular fricative
voiceless radico- pharyngeal frlcatlve
Voiceless laryngeal fricative

voiced apical trill roll
voiced‘apico—alveolar lateral

voiced bilabial nasal

.voiced apico-alveolar nasal

voiced bilabial (rounded) velar glide
voiced palatal (unrounded) glide



(2)

OV ~wN e

Vowels

[1]

[a]

[a]
[u]

[u]

[1]

voiced
voiced
voiced
voiced

voiced

voiced

short high front unrounded vowel
long high front unrounded vowel
short central unrounded vowel
long central unrounded vowel
short high back rounded vowel .
long high back rounded vowel



CHAPTER ONE
ARABIC SENTENTIAL THEORY

0. Introduction

| In this chapterf I shall explain the Arabic sentential .
theory proposed by the early Arab grammarians. The purpoée of
such an éxplanationbis to'probe the syntactic and Semantic
aspects of the Arabic sentential theory, in order to under-
stand the Arabic structures in depth. I hope thaf, through

such an analysis, I will be able to show that the lii£. or the
| deep representation of the Arabic language as understood by
the early Arab grammarians, provides a very useful insight for

the sentential theory, which I will develop in Chapter Three.

1. The Analysis of the Sentential Structures

Arab grammarians distinguished two types of sentential
Structures: the first is called ?al-kalam (henceforth k).
They meant by K 'independent séntence,' the meaningful form of
language which any kind of sentence must be.l Thé second is'v

called ?al-jumlah (henceforth J). They meant by J the

Pronouncable form of language which may or may not be a

1Ibn Hifam (d. 1368) stated that "?al-kalam: huwa l-qaﬁlu

L-mufid, i.e., ?al-kalim is a meaningful form " Ibn Hi¥am
(d. 1368), Mugni L-Labib, Eds. Al-Mubarak, M., and Hamadallah,
M., Damascus, 1969, p. 419,




sencence.2 For example, cthe subordinate Structure or
conditional struqture has no meaning uniess it is joined to
its main 8tructure, even though it consists of a‘predicate
and its subject. Thus the Statement, "If sentencel," is
meaningless by icself.

The distinction between K and 7, however, was ndt defined
clearly and coherently, because some’ Arab grammarjians con-
sidered them to be identical. The majority of Arab gram-
marians, howevér, considered K and J to be different. Thus,
eévery K must be a J, because it consists of ga complete
8yntactic and semantic form regardless of whether that
structure is simple Or complex. On the other hand, not every
J would be K, because J might or might not have complete .
Syntactic and semantic form (i.e., sentence). This can‘be

seen from the folloﬁing examples:

(1)* man yadtus.___i,jumla

—

who study

He who studies

(2) man yadrus yanjab-____9.ka1§m

who study succeed

He who studies will succeed.

Ibn Hi%am staced that, “2al-jumlah: Cibira San i1-£1%]g
wa fa%ilihi, i.e., ?al-jumlah is a predicate and its subject,™
Ibid., p. 419,



Arab grammarians such as Ibn Hi¥ap analyzed the Structure
of K from a different Perspective. They analyzed ie according

to (1) the nature of irg inicial constituents, (2) its nature

as large or small, and (3) the nature of the functional role

‘it plays,

1.1. The Nature of the Constituents of Kalanm

According to the classification of Arab grammarians,
there are four types of sentential structures. The Arab
grammarians called them: Nominal Structure, Verbal Structure,
Conditional SEructufe, and Adverbial Structure.

1.1.1, Nominal Structure

The nominal Structure is any Structure that starts with

what the grammarians called Musnad ?ilayhi MI), i.é,, "initial
constituent or topic," which might be sentence or noun ph;ase.
The MI is followed by a sentence which might be a verbal
Structure, nominal equational Structure, or NP-predicate. The
sentential comment, regardless of ijirsg stfuctural type, was
called'by Arab grammarians Musnad M), i.e., M-predicate.

In fact, Arab grammarians did not call the sentential’
Structure nominal because it starts with gz noun, but because
it starts with MI, i.e., Topic. Their argument was that the
initiél.constituent or MI can be also of different categories.,

Thus, the MI might be a sentence as in (3a) and (3b):
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(3) a. tasmaca bi - l—mucidiyyi xayrun uwin® ?Zan tara-h

(you) hear about Muczd better ‘than that ydu see him

To hear about Mu®id is better than to see him.

The Arab grammarians understood the structure of sentence (3a)

as in (3b) configuration.

b. tasmaca bi - l—muc{diyyi xayrun min ?an tara-h

~

M1 M

According to their sentential analysis, any structure having
the order of WMI-M is nominal. This is different, however, from
thé structure whichAhas the order of M-MI, which is considered
verbél., Thus, the‘most important fact about the nominal
structure is that its initial constituents must be one of MI.

The three types of the nominal structure can be shown in

(4). (5), and (6).

M1 M
] 11 |

(4) zaydun $a%1run

Zayd poet
Zayd is a poet.

MI M
| o I -

(5) zaydun ?abu - hu $2% cun

Zayd father his poet
As for Zayd, his father is a poet.
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MI M
[ | ]

(6) zaydun “?ahabba mayyan hubban jamma

Zayd loved ‘Mayy a love great
As for Zayd, he loved Mayy greatly. '

1.1.2. Verbal Structure

What the grammarians meant by the verbal structure was
any structure that begins with the category of M (i.e?,
M-predicate). Generally, however, M represents the verb
. constituent which might be a one-, two-, three-, or four-place.
predicate. The verbal structure consists of the sentential

structure: M-MI. The Arab grammarians' concept of the verbal

structure can be shown in (7)5

M M1
| b l

(7) ja?a zaydun

came Zayd -
Zayd came.

Any structure which has the order of (7) must be verbal
according to their theory.. But che syncactic'category M
might be other than verb. It might be a verbal noun (i.e.,
gerund) which functions exactly as if it were a verb. Thus
any constituent which is capable of assigning these markers
can bé M category regardless of the nature of that éonstituent.
This can be shown in (8), (9), and (10), where the M is
respectively verbal noun, strong verb, and defective verb

(i.e., kana 'was').
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) H
i

1
'exiet.'3 The structure of adverblal sentences can be seen in

(11) and (12).

ML ' M
| i l_ _“]
(11) a. zaydun fi d - dari

Zayd in. the house.

Zayd is in the house.

MI M o
N e W ey - ] ~ |
b. zaydun (yakunu huwa) fi d - dari i

- ' —_ —— |
Zayd is he in the house
Zayd is in the house.
MI M L
| 1 _ o
c. zaydun <(kana huwa) fi d - dari
Zayd was he in the house
Zayd was in the house.
MI M
l 1 ]
(12) a. ?al-qitalu l-yawma
the fighting today
3Ibn ya®i¥ staced the following: "You must know that the

predicate, if it is a pPrepositional phrase, is not the real
predicate. ( The adverbial phrase [or the prepositional phrase]
is an acted- upon element by the predicate for which it is
substituted. The underlying structure is Zaydun (yastaqirru
huwa) fi d- darl The verb belng deleted and replaced by the
adverbial phrase and prepositional phrase because they are
expressive enough to take the place of the verb semantically,"
Ibn ya®i¥ (d.. 1250), garh al-mufassal, Ed. Alam al-Kutub,
Beirut, 1970, Vol, 1, p. 90.
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MI M

l N 1

b. ?al-qitalu (yakunu huwa) l-yawma

the fighting = ig he today
The fighting takes place today.

MI M

I N

c. ?al-qitaluy (kana huwa) m—mbgribata

the fighting was he yesterday
The fighting was yesterday.
As seen in (11) and (12), the verb yakunu 'is' and its
subject must be deleted from the surface structure even though
i1t is present in the underlying structure. Such Structures

would be reductively nominal (noun initjial).

1.1.4. Conditional Structure

Arab grammarians explained anothér Structure, i.e., a
conditional structure. This means that the senténce consists
of two structures which function as one strucﬁure. Any struc-
ture which consists of the following formula "If sentencel.
then sentence," is a conditional structure. This can be seen

in (13).

(13) a. 213 ?anta ‘?akramta 1 - karima malakta - hu
if you honor  the kind person you own him
b, wa ?in ?anta ?akramca 1l - la?ima tamarrada

and 1f you honor the evil person he rebels
' (?Al-Mutanabbi: poet)

If you honor the kind person you own him and if you
honor the evil person he rebels.
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The majority of the Arab grammarians assumed two

Structures, i.e., nominal and verbal structures. They

tures and they classified the conditional structures under
the verbal structures, even though they are different struc-
tures such as complex.

Thus, Arabic language consists of two basic Structures,
one being "nominal and the other "verbal." These two basic

Structures can be presented as follows:

(14) Verbal sentence (M-MI).
(15) Nominal sentence.(MI-M).

(16) Verb must be deleted in the equational structure except for
the verb kana 'was' in the past, and the verb bdxakunu in

the future. But it must be present in the nominal structure

tures in the Arabic theory was based on the nature of the
linguiscic constltuents If the MI topic is located to the
lefr of the verb, the structuie 1s nominal. TIf the MI topic,
however, ig lqcated to the right of the verb, the structure
is verbal. This kind of sﬁructural differentiation has
crucial functional and Pragmatic aspects, as we shall see in .

the following sections.

1.2. The Nature of Kalam as Large and Small

Arab grammarians analyzed the Arabic sentence from

another perspecrive. They studied whether a particular
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structure is large 'complex' or small 'simple.' To the best
of my knowledge, Ibn Hi¥am (d. 1368) was the first Arab ‘
grammarian who analyzed the Arabic sentence into two types.
The first was called kubra 'large sentence' and the second

called sufra 'small sentence.'

1.2.1. The Kubra Sentence

Ibn Hi$am meant by kubra any large sentence which consists
of more than one sentence.4 This means‘thatAthe kubra sen-
tence might be a nominal sentence whose structure consists of
an MI-topic and an M-comment. The M-comment can be either‘an‘
equational sentence as in (17), or a verbal sentence. as in (18).
The kubra sentence might be a verbal sentence which consists

of two verbal clauses, such as in (19). The structures of

such sentences can be exhibited in (17), (18), and (19).‘

kubra
f |

v-
sugra

: | -
(17) zaydun ?abu - hu sa‘irun

Zayd = father his poet
As for Zayd, his father is a poet.

4Ibn Hifam stated that, "Kubra sentence consists of a noun

as a topic and either a verbal sentence or a nominal sentence
as a comment, Kubra sentence might consist of two sentences,
- one of which is dependent and one of which is independent,"
Ibn Hidam (d. 1368), Mupni L-labib, Eds. Al-Mubarak, M., and
Hamadallah, M., Damascus, 1969, pp. 424-425."
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kubra
| ]

v-
sugra
| - !
(18) hindun tuganni @P-Pro 21%ran

Hind sings she poetry
As for Hind, she sings poetry.

: kubra
[ v - 1
sugra
- I ) vcwv_]
-7 (19) “?asbaha 1 - waziru yaktubu @-Pro si ran

became the minister write he poetry

The minister became a writer of poetry.

1.2.2. The Supri Sentence

Ibn Hi¥am meant by sufra sentence any small and simple

sentence.5 The simple sentence is existential or verbal. The
structure of the simple éentence can be seen in (20), (21),
and (22).

v—
sugra

(20)  ?abu - hu Sacirun

father his poet
His father is a poet.

.

>Ibn Hi¥am stated that "$u§r5 sentence is any simple and
independent sentence which can be of two kinds: verbal sen-
tence and existential sentence,” Ibn Hi¥am (d. 1368), Mugni
L-1abib, Eds. Al-Mubarak, M., and Hamadallah, M., Damascus,
1969, p. 224, '
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V =
sugra

—

o .
(21) tuganni hindun gicran .

sings Hind poetry
Hind sings poetry.

v -
sugra

—

| .
(22) yaktubu 1 - waziry $1%an

write the minister poetry

The minister writes poetry.

1.3. The Nature of the Functional Roles of Kalam

Functional roles were discussed in the Arabic theory on

two linguistic levels, the Sentence level and the word level.

1.3.1. The Functional Role of Sentence

The important perspectives by which Arab grammarians
analyzed the Arabic sentence were the functional roles which
the sentence might or might not inherit. That is, the
sentence might substitute for a certain syntactic element and

function exactly as if it were that element. The functional

role of certain sentences can be shown in (23), (24), and (25).

sentence
l v~ v -]
(23) a. zaydun yugadiru @-Pro  gadan
Zayd leave he ;omorfdw

As for Zayd, he leaves tomorrow.
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noun phrasge

b. zaydun muEEdirun @-Pro gadan

Zayd leaving he tomorrow

As for Zayd, he leaves tomorrow,

Seéntence

l l

(24) a, 13 tadxul P-pPro 1s - saffa wa %anea dahikun

not enter you the class gapq you  laughing

Don't enter the class while you are laughing.

adverbial phrase

b. 1a tadxul P-Pro is - saffa gzbikan
—————
not enter you the class laughing

Don't enter the clasg while you are laughing.

sSentence

(25) a. mata- camrun yawma wulida zaydun
died cAmr day born Zayd
c

Aur had died on the day Zayd wag born,

noun phrase

-
b. mata Saprun yawwa miladi zaydin
died  “Anr  day  biren Zayd

cAmr died on the day Zayd was born.

In (23a), (24a), and (25a), sentences occur in the same
Positions as their sentential noun.phrase or adverbial phrase
counterparts in (23b), (24b), and (25b). 1In (23a), the sen-

tence functions as if it were a predicate; ip (24a), the
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if it were a clause modifying an adverb. This means that one
 structural position can hold. two syntactic categories and bear
the same semantic role. Let us consider the following example,

where the sentence does not have a functional role.

(26) hal ?adullukum '°a15 mustaqbalin bahirin ;-

Q I guide you on future successful:
sentence
| . .
tadrusuna l-lisaniyyat ?

you study linguistics

Do I guide you to a successful future? I.e., study
linguistics.

‘In the above sentence, the independent sentence cannot be
replaced by a noun phrase and inherit its syntactic and
semantic properties.

Arab graﬁmarians investigatéd the functional role of the
Sentences in depth, especially Ibn Hi¥am. Thus the investi-
gation of this phenomenon in depth is beyond the scope of this

study.

1.3.2. The Deciensional Role of Word

Arabic, like Latiﬁ, is an inflected language that has

what is called ?7al1-7i%rab (i.e., declension), which means the

marking of syntactic cases on the lexical items. This can be

seen from the following examples,
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(27)* 3 ?ahsan 2ayd (uninflected string)

a. ma ?absan-a_ Z2ayd-an

how njice [exclamation] Zayd (+acc]
How nice Zayd is,

b. ma ?a@san-a zayd-un

not  did well [verb] Zayd [+nom]
Zayd did not do well,

c. ma ?ahsan-uy zayd-in - ?

what better [+nom] Zayd [+gen]

What is best in Zayd?
As seen from the above eéxamples, the case markers assigned to
the constituents give three diffefentisemantic readings,

Markers in Arabic are assigned to nouns and verbs. When

they are assigned to nouns, they will be called "case markers."
When they are assigned to verbs, they will be called "moog
markers.' 7 shall be concerned here with the case markers -
of the nouns. Mood markers of the verbs, however,»arernot

treated here.

1.3.2.1. The Syntactic Markers of the Nouns

The major markers assigned to noung can be seen in the

following chart.

~

Case Marker Uninflected Noun Inflected Noun
1. Nominative (W) | wazir 'minister’ wazir-u (n)

Accusative (a) bayt 'house' bayt-a (n)
3. Genitive (1) walad 'boy' | . walad-i (n)
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The nominative marker is assigned to the noun when it is in a

subject position. For éxample:

(28) ja?a r-rajul-u

came the man

The man came.

The accusative marker 1s assigned to the noun when it is in

an object pOSlClon For example:

(28) madha  1l-mutanabbi 1 - ?amir-a

Praised ?Al-Mutanabbi the prince
?Al-Mutanabbi praised the prince.
The genitive marker is assigned to the noun when it is in a

prepositional phrase of any type of non-initial position in a

pPossessive phrase. For example:

(30) bmarar-tu bi zayd~in

ety o sarmesettms s,

passed I by Zayd
I passed by Zayd.

(31) qara?tu’ kitaba zayd-in

read I book Zayd
I read Zayd's book.
There are some situations, however, where che case
markers discussed above do not apply This can be seen in the
six irregular nouns, the dual nouns, the plural nouns, the

non-inflected nouns, and the Pronouns,
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2. The Syntactic and Semantic Notions in the
Sentential Structures

In this section, I shall explain the syntactic and
semantic notions as understood by the early Arab grammarians,
The explanation of syntactic and semantic notions will be
helpful in understanding the simple basic structures in Arabic

as we shall see in Chapter Three.

2.1. Syntactic Notion

The concepts of musnad (M), musnad ?ilayhi (MI), and

fadlah (henceforth F) (i.e., syntéctic and semantic adjunct)

were the cornmerstone of the basic sentence in the Arabic
theory. The majority of the Arab grammarians built their
syntactic analysis on these three cétegoriés of'which the
Arabic Sentence consists. The relation which holds among
these three categories is called ?isnad (IS), i.e.,
predication. ,

SIbawayhi (d. 793) was the first Arab grammarién who
tried to explain the relations which hold among these struc-
tural categorles But Sibawayhi did not describe them in very
much detail; this was left for the grammarians who came after
him and explained his work.

The most important explanaﬁion and clarification of the
configurational structures is found in the work of the
“rhetoricians," as we shall see.in the work of ?al-Jurjani

(d. 1078) particularly. But as far aé the explanatory work of
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Sibawayhi is concerned, the most important and profound
explanation was done by Ibn ya°i¥ (d. 1250) who came
four hundred years after Sibawayhi. Ibn ya®i¥ tried to go

deeper than Sibawayhi in explaining in detail the theoretical

framework of the structures of the basic sentence. The argu-

ment of Ibn yécix was that every M must be adjacent to its
subject MI. The MI-subject might be overt or it might be
covert. TIf the MI subject is overt, it must be adjacent to
the right of the verb. 1If it is covert, howevef, the M-verb
MusSt operate on a resumptive pronoun which is either covert
or overt. Ibn yacig, hoWever, explained such syntactic
rélations by citing the following examples:
M MI
| | |
(35) dahaba zaydun

went Zayd
Zayd went.
M
[ ]
MI M MI
SRR LY B Y
(36) zaydun 0Oahaba s
Zayd went he ,
As for Zayd, he went.
MI M MI
| 1 I 1

(37)* zaydun Sahaba zaydun

The argument here is that in (33) the structure represents

the normal relations of the basic sentence. In (36), the M1
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precedes the M, but the M must be adjacent to the resumptive
pronoun of the pfeceding MI-ﬁdpic. In (37), the MI cannot be
adjacent to the right of its verp, since it is the'topip of
the sentence. .

Arab grammarians considered the subject or ﬁéiil
constituent to be a‘part of the verb: that is, adjacént to
its right. The verb and its subject are dominated by IS

predication. The IS, however, is dominated by K, ‘'sentence,"

only when the predication producés an independent meaningful

sentence. 6

The structural relations of the sentence can be shown in
(38a) and (38b).

(38) a. | ll( b. | K

IS

T_, %} (noun) ]ycovert pro

In the Arabic theory, all constituents which are not M

or MI were considered to be what they called fadlah (F),

6Ibn yacig stated that ”every Musnad ‘predicate' must be

adjacent to Musnad ?ilayhi 'subject.' The relation holding
between the predicate and its subject is called Isnad
'predication,’' i.e., the combination of the predicate to its
subject. This predication might or might not produce a
meaningful independent sentence. When such a predication
produces a meaningful independent sentence, it will be
Kalam 'sentence,'" Ibn ya®i¥ (d. 1250), farh al-mufassal,
Ed., Alam al-kutub, Beirut, 1970, Vol. 1, p. 74.
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i.e., adjunct. Note that the concept of fadlah in the Arabic

' perspective does not mean that the F-cqnstituent can be dis-
carded from the structure of IS. What is meant is that the
F-constituent is not a part of the unity holdlng between M+ MI.
According to the syntactlc notion in the Arabic theory, all
constituents must be organized by syntactic notions such as -
Particles except -the lnitial constituents on the verbal and
nominal structures, i.e. » initial MI and M which are assumed
to be organized by an abstract notion of what the Arab gram-

marians called amil ?al- °1btida?1yyah i.e., nominal notion,

and Samil ?al-£3° iliyyah, i.e., verbal notion. The verbal

notion will organize the verbal Structure such as in (39).

M MI F
l 11 _

(39) ?intaqada zaydun ?al - wazira

criticized Zayd the minister
Zayd criticized‘the minister, .

The nominal notion, however, will organize the nominal

Sentence as in (40). ‘ !

' l
MI M MI
I L N

(40) a. zaydun ja?a 7apg - hu

Zayd  camce  father hig

As for Zayd, his father came.

LRIy
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F ]
MI MI M
f BN 1

b. zaydun ?abu - hu gacirun

Zayd father his  poet
As for Zayd, his father 1sg 3 poet.

u .
| L

MI M F MI M F MI
1 ' ]
€. =zaydun ?ip tadrib - hu p-pro yadrib~ka P-Pro

Zayd if hit him . you hit you he
As for Zayd, if you hit him, he will hit you.

MI M
} [
d. zaydun (*yakﬁnu—ﬂ-Pro) f1 d - dari
— —_—
Zayd exlsts he in the house

As for Zayd he 1s in the house,

As seen in the above examples, the senténtial Predicate

is accompanied by g Feésumptive pronoun. Ibn ya®Iy¥ stated that

conditions:

(41) a. The MI must be followed by either a verbal sentencé as
(40a), or a nominal sentence as in (40b).

b. The Sentential predicate must have either an overt pronoun
Or a covert pronoun, :

d. Or otherwise, nominal structures will violate the
Syntactic notion of the sentence,

7al-¢ amll wa 1-ma€ mul, l.e., a certain Oberator (such as g
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particle) and the element acted upon (such as a noun or verb),
which are considered one llngUlSth unit., Thus if the acted-
upon element is not an overt Pronoun, it must be a covert
‘pPronoun. From this point of view, Arab grammarians proposed
that if we have a sentential structure which consists of one
constituent (i.e., the verb) as in (42a), the syntactic

relations of such Structure ‘would be as in (42b).

(42) a. 7akala

P —————

ate
He ate.

b. ?akala [covert pronoun (@-Pro)]

ate ) he

This means that the M which is a verb in (42b) operates on a
covert pronoun which is g subject in this case.
‘The mainAcheoretical'insight here is that Arab

grammarians analyzed the Arabic Sentence from a relational

p01nt of view, because of the nature of ?41-° amil wa 1-mamul .

2.2. Semantic Notion

| As seen before, the most important categories of the
Arabic structure are M and MI. When the structural relation
is established between these two esaential categories by the
domination of the IS- -node, the structure can accept syntactic

and semantic extra categories (i.e., F, or particles of

question. negation etc....). The syntactic structure of suqh“u.

P

RENP M

3

essential categories has a systematic word order as in (43) -
‘and (44)..
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Particle) and the element acted upon (such as g noun or verb),
which are considered one linguistic unit. Thus if the actedF
upon element is not an overt pronoun,, it must be g coVert

. Pronoun. From this point of view, Arab grammarians proposed
that if we have a sentential Structure which consists of one

constituent (i.e., the verb) as in (42a), the syntactic

relations of such strﬁcture would be as in (42b).

(42) a. 7akala

——
ate

He ate.

b. ?akala [cbvert pronoun (P-Pro)]

ate he

This means that the M’which is a verb in (42b) operates on a
covert pronoun which is a subject in this case. |

The main theoretical insight here is that Arab
grammarians analyéed the Arabic Seéntence from a relational

Point of view, because of the nature of ?al-S3mi} wa l-maSmgl.

2.2. Semantic Notion

As seen before, the most important categories of the _
Arabic structure are M and MI, wWhen the structural relétion
is established between these two essential categories by the
domination of the IS-nodé, the structurevcan accept syntactic
band semantic extra categories (i.e., F, or particles of T
queétion, negation, etc....). The Syntactic structure of such@@@h",{
essential catégories has’a Systematic word order as in (43)"J i

and (44),

& e ——
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(43) [M.....MI..... F]

(44) [MI,....M...,. F]

These main word orders which result in two sémantic
structures were empha81zed by the majority of the Arab gram-
marians. They also allowed these two Systematic word orders
to be flexible and exhibit varieties of structures under
certain conditions. In‘faCt, the sémantic and functional
roles which these structures reveal were nbt clear‘enough in
the work of the Arab grammarians, because they were 1nterested
in a purely syntactlc analy51s of the Arabic language. It was
- those who were called in the Arabic tradition "rhetoricians"
who explained exhaustively and elaborately the functional
aspects of these basic Structures. ?Al-Jurjani, for example,
explained, among many things, the structural flexibilities of
the Aragbic language which are a result of different word order
?Al-Jurjani explained the syntactic phenomenon of preposing
andpostp031ngconstltuents to the right or to the left of the
verb. This phenomenon reveals the systematlc aspects. of the i
semantic roles of the Arabic sentence,

?Al-Jurjani proposed two types of preposing'éonstituents
in the basic sentence. The first type he called ﬁagd{m '

Cala niyyati t-ta?xir, i.e., preposing with the intention of

postposing. The second type he called taqdlm 1a €ala n1yyat1

t-ta?xir, i.e., prep081ng w1th no intention of postposing.

Let us consider the follow1ngexamplesc1tedby7Al-Jug35ni.

n
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(48) a. zaydun ?al-mungaliqu

Zayd the departer
Zayd 1s the departer.

b. ?al—mungaliqu zaydun

the departer Zayd
The departer is Zayd.
A8 seen in the above examples, the Structure has an initial

constituent as the topic of the sentence either in the nominal

verbal structure as in (47b), or in the nominal equational

structure as in (48b). Inltlatlng constltuents either inten-
tionally or unintentionally reflects a presuppOSLtlon on the
. Part of the speaker, because the fronted constituent in either
case serves as a focus.

These 8ystematic principles of the Presuppositional
semantics which 7A1- -Jurjani tried to establlsh can be

clarified through the follow;ng examples.

(49) a. ?a amrun daraba @-Pro zaydan ?

—

Q  Amr  hie he Zayd

Is it “Amr who hit zayd?

b. camrun daraba @-pPro zaydan
e

Amr hit he Zayd
It iz “Anr who hit Zayd,

(50) a. 7a zaydan daraba camrun ?

Q  Zayd  hit €Amr
Is it Zayd that Samr hic?

e oot
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(51) a.
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c
zaydan daraba amrun

Zayd  hit Amr

It is Zayd that Amr hic,

?a rakiban ja?a zaydun 7

Q riding came Zayd
Is it by riding that Zayd came?

"b. rakiban jg?a zaydun

(52) a.

(54) a.

riding came Zayd
It is by riding that Zayd came-,

?a ja?a rakiban zaydun ?

Q came riding Zayd

Did Zayd come by riding?

jala rzkiban zaydun

came riding Zayd
Zayd came by riding.

?a fi d - dari zaydun ?

Q 1in the house Zayd
Is 1t in the house that Zayd 1is?

f1 d - dari zayduﬁ

in the house . Zayd
It is in the house that Zayd is.

?a mungaliqun zaydun ?

Q departed Zayd
Has Zayd departed?
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b. muntaliqun zaydun

departed Zayd
Zayd has departed.

(55) a. ?7a 1 - muntaliqu zaydun ?

Q the departer Zayd

Is the departer Zayd?

b. ?al-muntaliqu zaydun

the departer Zayd
The departer is Zayd.

The most important semanticAfunction of tﬂe inicial
constituents in (49b-55b) is to convey concentrated’seméntic
information which is very important to the speaker-hearer's
communicative knowledge. And as we have seen, even though
the structural pfocess is different in fronting these con-
stituents (i.e., preposing with or without inteﬁtion of post-
- posing), the semantic process is identical. They convey the:
same semantic information which is.considered to be "focus,"
"interest,'" or "importance" in ?Al-Jurjani's terminolagy. The
virtue of ?al-Jurjani, however, was that he tried to seek a
more comprehensive explanation of this phenomenon. It was not
enough for him to say that the initial constituents serve.as
focus only. He went beyond such an explanation ‘to establish a
Presuppositional semantic system by which we can figure out

the nature of the fronted constituents, as seen in (49-53).

- The fact that different structures in sentence initial

position have general semantic structure was captured by
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Ibn Jinni (d. 1002). 1Ibn Jinni considered the verbal structure
and the nominal structure to be iden;ical semantically, even
though they are different Syntactically, because the MI con-
stituent is fronted to the left of the M'constituent for focus.

Ibn Jinni gave these two examples:

(56) qama zaydun

stood up Zayd
Zayd stood up.

- (57) zaydun qama p-Pro

Zéyd‘ stood up he

As for Zayd, he stood up.
In the.structure (56), the MI-subject is to the right of tﬁe
verb In structure (57), the MI is to the left of the verb,
but semancically they have one general meaning, i.e., "Zayd
stood up.” Ibn Jinni fully knew that syntactically the MI-
subject never precedes its verb. But for a focus function,

one can initiate the MI in front of the verb and replace it by

damir mustatir (1.e., covert pronoun) which must be adjacent

to the right of the M.

This!suggests that Arab grammarians and linguists
distinguished between two types of semantic structures. The
first type was a general. semantic notion: we have different
syntactic structures with one general semantic structure
(Ibn Jinni). The second type was a specific semantic notion:
We héve diffe;ent syntactic structures which bear different

specific semantic functions (?Al-Jurjani).
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In short, Arab grammarians proposed three constituents,
‘namely, MI 'topic' and 'subject,' M 'predicate,' and
F 'adjunct.' The relation holding among these constituénts
(i.e., M - MI = intransitive structure, M - MI - F = transi-
tive structure) is IS Predication. When such constituents
are organized, the outcome is K 'sentence.' The structure of

K is subject to different transformations which produce

various general and specific meanings.
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CHAPTER TWO
TRANSFORMATIONAL GENERATIVE GRAMMAR THEORY

0. Introduction

In the early work of Transformational Geﬁerative Grammar
(henceforth TGG), lingulsts were interested in developing
transformational rules in order to capture the syntactic
propérties linking underlying language structures to surface
structures. Generative grammarians‘in the last decade tried
to constrain the poﬁer of transformational rules (Pérlﬁutter.
'1971; Emonds, 1976; Chomsky, 1977). Moreover, they have been
trying to eliminate soﬁe of these rules. They are seeking a
more abstract system of principles which govern the operation
of syntactic and semantic domains.

The following theories of TGG illustrate the shift in the
recent work. |

(1) The Syntactic Theory of 1957

(2) The Standard Theory of 1965

(3) The Extended Standard Theory
(4) The Thematic Relations (Gruber/Jackendoff)

(5) The Case Grammar Theory (Cook)

In this chapter, I shall be concerned with theories which
have been modified semantically. The semantic development
will be investigated with a view to the reasons which made
Chomsky revise his theories, and with a View to the efforts

which were made by Gruber (1965) and Jackendoff (1972-1976)
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who tried to broaden the semantic concepts of TGG. The

chapter will investigate independently the case grammar which
was developed by Cook (1979). The ultimate goal of such
semantic development is to reach a satiéfactory semantic frame-

work to describe and explain the sentential structures in

Arablic.

1. The Syntactic Theory of 1957

In his 1957 theory, Chomsky did not incorporate any
semantic level. This theory was formalized on the basis of

purely syntactic dimensions which consisted of three levels:

(a) The phrase structure level, in which rules rewrite
individual symbols in order to produce strings
represented by a configurational tree diagram.

This level operates with two rules: (1) branching
rules, and (2) lexical rules. The function of these
rules is to take the initial symbol #s# as an input
and change it to a terminal string as an output.

(b) The transformational level consists of two sets of
rules: (1) optional rules, and (2) obligatory rules.
‘This level operates on the terminal string as an
input. If the obligatory rules are operating alone,
the output will be a kernel sentence. If the
optional and obligatory rules are operating, the
output will be a derived sentence.

(c) The morphophonemic level, which consists of morpho-
phonemic rules. The function of these rules is to
convert either the kernel or the derived sentence
as an input into the final, form.
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It seems, from the Syntactic Theory of 1957 presented
above, that Chomsky did not‘incorporate the éemantic‘component
in his model. It was Katz énd Fodor (1963) who raised that
question. Katz and Fodor attempted to develop semantic theory
within TGG. Moreover, they wénted to investigate the question
of semantic comprehehsiveness within the whole phenomenoq of
human languages. Specifically, however, they inﬁroduced two
semantic rules known as (1) lexical rules, and (2) projection
rules. The function of the lexical rules was to characterize
the lexical items and their functions in the sentence. The
function of the projection rules wés to deéermine the way in
which the lexical items are combined to interpret the sentence.
Projection rules, however, assign semantic interpretation to
the phrase markers generated by the base, and they show the
way the phrase markers and transformations contribute to the
meaning of the sentence. | |

But Katz and Fodor's semantic theory could not accouht
for a largé class of counterexamples. Morebver, their theory
was not strong enough to correlate the semantic component with
the syntactic component. It was Katz and Postal (1964) who
strengthened that connection by introducing a new‘notion of
projection rules and meaning--preserving transformation and
specifying adequately the relationships between the semantic

componént and the syntactic component.
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2. The Standard Theory of 1965

Katz,

Fodor, and Postal's development of a semantic theory -

wicthin -TGG motivated Chomsky to fill the semantic gap'in_the

Syntactic Theory of 1957. Trying to £ill that gap, Choﬁsky

incorporated the developed semantic theory of Katz, Fodor, and

Postal into the 1965 Theory. The new modification came to be

known as "Standard Thebry“ and consisted of three levels:

(a)

(b)

(c)

The syntactic level, which isg genefative. This level
operates on two éomponenté: (1) the base component,
which consists of three rule types: (a) branching
rules, (b) subcategorization rules, and (c¢) the
lexicon; and (2) the transformational subcomponent,
which consists of two rule types: (a) obligatory
rules and (b) optional stylistic rules. The base
generates the deep structure, which has all the
meaning. The deep structure is convérted into
surface structure by transformational rules which

~are meaning-preserving rules: ‘1.e., they do not

change the meaning of the sentence. The transforma-
tional rules have the power of adding, deleting,
substituting, or moving elements.

The semantic level, which is interprétive, operates-

on the deep structure. The semantic component

assigns deep structures semantic readings by
Projection rules which combine the meanings of
different elements to pProduce a semantic representa-
tion. The most important innovations in the Standard
Theory are the deep structure and semanfic
representation.- ' T

The phonological level, which is interpretive. It
Operates on the surface structure of the sentence



40

using phonological rules to produce a phonological
representation or expression. ‘

The Standard Theory of 1965 was accepted by many linguists.
But after investigating the nature of seﬁantic interpretation,
Wany came to the conclusion that the semantic component is not
capable of accounting for many examples. They claimed that
the deep structure is not adequate enough to explain the nature
of semantic relations in the senténce, Their arguments arose
from various facts. They argued that deep structure cannot
explain sentences of different surface structures having one
abstract semantic Structure as in (1) and (2) (Lakoff, 1970).

(1) Seymour sliced the salami with a knife,

(2) Seymour used a knife to slice the salami.
They argued, too, that deep strﬁcture.cannot determine the °

correct semantic structure for an ambiguous sentence such as

(3) (Lakoff and Peters, 1969). .
(3) John and Mary left.

We do not know whether (John and Mary) left together, at one
time, or’(John) and (Mary) left separately, at different
times.

The most important érguments.against deep structure came
from two related schools known as "Generatiﬁe‘Semantics" and
“Case Grammar' (Smith and Wilson, 1979). Linguists working
in Generative Semantics, namely, McCawley (1976), Lakoff

-4 )
(1970), and Cook (1980), argued that deep structure is not
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deep enough to capture the semantic differences of the
sentences,’especially thosé associated with negation’and
quantifiers. }Thus sentences such as (4) and (5) have more
than one semantic structure contrary to what was proposed by
Standard Theory. |

(4) John did not buy many books.

-(5) Many books were not bought by John.
The difference between these two sentences is 'that
sentence (4) is contradicted by the statement (John bought
many books), whereas sentence (5) is not contradicted by the
sgatement (John bought many books)" (Cook, 1980:V). Linguists
working in Cése Grammar, namely, Fillmore (1968-1977),
Chafe -(1970), and Cook (1979), argued that deep structure

cannot capture the semantic differences in sentences such as

(6) The door'opened.

(7) John opened the door.

(8) The wind opened the door.
The NPs the door in (6), John in (7), and the wind in (8) have
different semantic relations to the verb. The Standard Theory,
however, considered all these NPs as a subject in the deep
structure. Case Grammarians argued that the verb is the
central element in these sentences, and has an dbligatory
theme, the door, with an optional agent, John, or instrument,
the wind. Case Grammarians solved this problem by proposing
what they called the thematic hierarchy (Gruber, 1965) or case

hierarchy (Fillmore, 1968,'and Cook, 1979). Case Grammarians



(9) buy ——— sell
(10) 1ike ~—u_ please
(11) see ———. show

(12) learn ——no teach

A deeper level, for Case'Grammarians, treated such verbs as_
Pairs related Semantically. They are related by similar
Source-goal notions but differ as to which is Agent (9), by
different subject choice (10), and by the introduction of the
‘element CAUSE (11-12) (Cook, 1979) .

Jackendoff (1972) considered Some components of the 1965

theory not 'to be comprehensive, because Some projection rules

can optionally change the meaning. The result 1s two semantic

interptetations for one Sentence. Thus, the Katz-Postal
nypothesis, for Jackendoff, is inadequate, because it cannot
€xplain certain nNegative sentences. Some active sentences,
when transformed to negative or passive, do change meanings,
as seen in (4) and (5).

But the most important defect of thé Katz-Postal
nypothesis for Jackendoff is that it is "too weak" in that it
fails to consfrain the class of possible grammars sufficiently;
and at the same tipe it is "too powerful, in that it defines
too large a set of grémmars" (Jackendoff, 1972:12). Instead,

Jackendoff proposed a new thematic model which ig neither "too
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Powerful" nor "too weak " (For details, see Section 4 of

\

this chapter.)

3. The Extended Standard Theory

As seen before, the most serious problems of the Standard

Theory, according to irs critics, were two:

(1) The insufficient depth of deep Structure; and
(2) The inadequacy of the Katz-Postgal hypothesis.

Extended Standard Theory (1970) to more recent Ssemantic

modifications.

3.1. The Lexicalist Theory

the need for a more developed Semantic component to simplify

the TGG. By enriching the semantic component, Chomsky aimed’

lying positions in the deep Structure, However, Chomsky
eéxtended the base rules to adopt the derived nominals. He
called this modification "the Lexicalistc hypothesis" g
Opposed to the “Transformational hypothesig," The problenm
which faced Chomsky was that in the case of gerundive nominals,

One can cransforpm the structure (13) to (14) as in
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(13) John amused the children with his stories.
(14)* John's amusing the children with his stories.,..
But one cannot do the same thing in the case of derived

nominals (15)
(15)* John's'amusing of the children with his stories.,,

“This fact led Chomsky to conclude that the
transformational hypothesis is insufficient to account for
derived nominals, because these nouns are not derived trans-
formationally from the verb. They must be enteredvin the
lexicon. Chomsky developed instead a lexical approach which
is more adequate to account for derived nominals and to reduce
the semanric ambiguity’which Surrounds both gerundive and
vderived nominals, Thus, complex NPs are not derived trans-
formationally, but rather are generated in the base. Chomsky
concluded that "derived nominals should have the form of base
sentences, whereas gerundive nominals may in general have the
form of transforms" (Chomsky, 1970:212). Chomsky suggested
that the feature [+ cause] as in (16) can be assigned to

certain verbs as a lexical Property

(16) John 8rows tomatoes,

a. John [+ cause] [s tomatoes grow]

b. John [+ Cause, grow] tomatoces.

R
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transitive, Chomsky's "lexical hypothesis " then, can account

for the semantic structure of nominals in dlfferent ways

NOMINALS ' NOMINALS
By T-approach By L-approach
Gerundive Derived
John's refusing the offer, John's refusal of the offer.

This modification led Chomsky to believe that certain

syntactlc facts can be captured if the deep structure is less

abstract than that of 1965.

-

3.2. The Interpretive Theory

Chomsky (1971) was dissatisfied again with the Standard
Theory because there were other Problems which it could noct
cope with. These problems can be summarized briefly here

(a) The Standard Theory could not explain the semantic

Structure of focus and presupp051tlon in Ssentences such as

(17) and (18)

(17) Is it JOHN who writes poetry?
(18) It is not JOHN who writes poetry.

These sentences must be interpreted by the surface structure,

- not the deep structure as proposed by Standard Theory because
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"The semantic representation of (17-18) must indicate, in some
manner, that 'John' is the focus of the sentence and that the
Sentence expresses the Presupposition that someone writes
poetry" (Chomsky, 1971:199).

(b) Standard Theory could not interpret the. underlylng
structure of sentences such as (19) and the derived (20) and

(21).

(19) Not [many arrows hit the target)
(20) Not many arrows hit the target,

(21) Many arrows did not hit the target.

Thus the relative pPositions of the negative and quanitifiers
assign the structure different meanings, as shown in (20) and
(21). Chomsky concluded that negation and quantifiers musct be
interpreted at the surface structure,
(¢) The modal "shall" must be interpreted by the surface
Structure, because '"shall" in questions is different from that
in declarative sentences semantically. "Shgll" in (22) and
(23) has different semantic Structures.
(22) 1 shall g0 home,
(23) shall 1 go home?
In (22) "shall® is a tense mérker, but it has the meaning of
“should"” in (23).

(d) 1In anaphoric Structure, the semantic interpretation
-operates on the surface Structure, because of the stress rule,

as in (24).
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(24) John hir Bill and then George hit hin,

~Stress

titress

In this Sentence, the pronoun (him) refers to (Bill) if it is
unstressed, but it refers to (John) if it is Stressed.

(e) Perfect aspect has an important role in determining

semantic interpretation. For éxample, sentence (25).

(25) John has 1lived in Cambridge.

entails that John is alive. For, if the statement (26) is

Crue,

(26) B1ll ig dead.

then the sentence (B11l has lived in Cambridge) is at least
misleaaing. The correct Structure is (Bill lived in Cambridge).
 To cope with these difficulties, at this point Chomsky
related Semantic representation to‘deep Structure and,surface
Structure by introducing two types of Projection rules, #1 for
deep structure and #2 for surface Structure interpretation.
Semantic interpretation in this modification operates at
surface structure and deep structure. In addition, Chomsky
dropped what is called the ”Katz-Pos:al hypothesis" which
claimed that transformations do’not change meaning, In this
interpretive theory, however, tfansformations may change

meaning,

K v
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3.3. Recent Syntactic and Semantic Modifications

After the formalization of the lexicalist and interpretive .
’theories, the work in TGG began to restrlct the power of
transformational rules and to put certain constraints on them,
such as the constraints on extraction, structure-preservation.
anaphora, and those applying to base and surface structure
(Emonds, 1976). Emonds (1976) discussed some constraints on
phrase Structure, root ttansformation, structure—preserving
transformations, and adjectival and prepositional phrases.

But the most important restrictions and constraints are those
discussed by Chomsky (1973- -1977) and Chomsky and Lasnik (1977).
Chomsky called for autonomous ‘cognitive structures which are
interactive Systems of phonetic, phonological, morphological,
and syntactic rules and which comprise what he called "logical
form.” The interaction among these levels is carried out by
the same components of the Standard Theory, namely the
syntactic component (base and transformational rules),

semantic component (progectlon‘rules), and phonological
component (phonological rules).

The modifications of 1973-1977 indicate a balance of
syntax and semantics{ This balance can be seen from the fact
that some syntactic concepts have been changed in favar of
semantics.

The most recent work of Chomsky"s (1981) is aimed at
unifying all theories modified from 1970-1981. This theory

represents a more comprehensive version of TGG. By unifying
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the sub-theories in one theory, TGG can describe the conceptual

and empirical levels in human language. The new version of

TGG is shown in Figure 1.

Syntactic Component

Base Component

D-Structure

Transformational Component

S-Structure

Phonological Componeat Semantic Component

Phonological Form Logical Form

FIGURE 1. NEW VERSION OF TCGG, CHOMSKY (1981:17)

4, Jackendoff's Syntactic-Thematic Model

Before exploring the model of Jackendoff (1972), which is
based dn Grubér's thematic theory (1965), it would be helpful

to explain briefly the general principles of thematic theory.

4.1. 'The Thematic Theory of Gruber

The justification of thematic theory in Gruber's viewpoint
(1965) was the semantic difficulties encountered by TGG. The

connection of the semantic component with the syntactic
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component was weak enough that TGG needed such modification.
Gruber proposed what he called the ”prelexical derivational
system,' which could repreéent an independently generated
lexical item with a complete set of syntactic, semantic,
and phonological merkeré. In the proposed theory, Gruber
investigated the syntactic and semantic relations in the
basic sentence, and the rules which‘organize such relations.
The prelexieal rules, for example, determine the syntactic
ordering of the sentence. The environmental-thematic
specification rules will determine the semantic“readability
of the sentence. In this sense, the derivational semantic
system in Gruber's view will be somewhat deeper than the
deep structure of Chomsky (1965). Prelexical structure in
‘thematic theory will be generated before any syntactic and
semantic interpretation. Structural connections between
the elements of the sentence wili determine the syntactic
interpretation. Environmental specification of the elements
will determine the semantic interpretation. The structural
connections incorporated with the environmental
specification will produce the basic sentence.

The most important idea in Gruber's theory is that
thematic roles are given in the basic sentence. Gruber's
list of thematic roles includes the following: (a) Theme,
(b) Location, (c) Soﬁrce, (d) Goal, and (e) Agent Theme
is a central obllgatory element of the situation generated

in the prelexical structure, as in (27).
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(27) The rock rolled down the hill.

Location is eéxpressed by physical or abstract (psycho-

logical) notion as in (28) and‘(29):

(28) John stayed in the room.

(29) John stayed angry.
Source and Goal can be expressed Physically or abstractly
as in (30) and (31).

(30) John went from Washington to Cambridge.

(31) John went from elated to depressed.
Gruber proposed two types of agent: the first is called
Causative agent as in (32), the second is called Permissive
agent as in (33).

(32) John hit Bill.
(33) Let the bird escape.

In general, Gruber’é theory deélt with the preléxical

. Structure of verbs.‘ He believed that by decomposing soﬁe
verbs into one of several category étrings, verb + Prep,
verb + Prep + NP, etc., he could explain the meaning of the
Qerb,(e.g., 4 preposition could not occur if it was already
incorporated). Verbs were then introduced frop the lexicon,
and by pPolycategorical attachmént--one verbal item taking
the place of various category striﬁgs--he could introduce
the verb into the structureﬁ

If verbs could be thus decomposed, then in the

generacion of the sentence the underlying categories could
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be generatedlin the base, and then several lexical
categories, including the verb and other elements could be
replaced by a 81ngle verb when lexical insertion applied.
It was slightly deeper than the DS of Standard Theory in
decomp031ng the verb

Gruber'’'s real contribution was Probably the thematic
role structure which,he used to defend his lexicalddecom-
Positions, and which constituted, in effect, the first case

grammar,

4.2. The Syntactic-Themacic Theory of Jackendoff

Jackendoff (1972:14-17) proposed a new semantic model
based partly on Gruber's thematic“relations Jackendoff
incorporated the new Semantic model within the TGG of

Chomsky. The semantic model of Jackendoff consists of four

semantic structures:

(a) The functional structure: which represents the
thematic relations among elements in the basic
sentence, such as the relations among verb and
roles (theme, location, source, goal and agent).

(b) The modal Structure: which spec1f1es dlfferent
semantic conditions such as (1) coreference,
(2) genericity, (3) referential opacity, and
(4) 1llocut10nary force.

(c) The table of coreference structure which
indicates whether two NPs in sentences have
anaphoric structure or noct, as in (34) and (35).
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(34) John hit himself.

I

(35)  John hit him,
L,

(d) The focus and Presupposition Structure, which
indicates the new and old information in the
basic sentence. This structure is introduced by
emphasis, stress, or intonation. For'example,
(36) and (37) are different.

(36) JOHN saw Bill.
(37) Jobn saw BILL,
The four Structures will assign semantic interpretation
to the elements in the sentence, but they cannot assign a
well-formed connection within the sentence. Jackendoff
(1972:25) Proposed three rules, namely: (a) selectional
restrictions, (b) consistency condition on coreferents, and
(c) thematic hierarchy condition. Jackendoff thought that
TGG in its standard version could not capture the semantic
relations among these sentences.
(38) The'door opened.
(39) John opened the door.
(40) Fred bought some hashish from Reuben,
(41) Reuben sold some hashish to Fred.
Jackendoff's semantic model, however, can capture such
relations. The NP the door has the same thematic function

in (38) and (39), although it is the subject in one
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sentence and the objecf in the other, The same relations
hold between (40) and (41). 1p (40), the NP Fred is the
subject and Reuben is in a Prepositional Phrase, and the
reverse holds ip (41). But Fred in both (40) and (41) has
identical thematic roles and the same holds for Reuben.
Thus, in Jackendoff's model,.the NP the door in the deep
Structure will have the same case role in (38) and (39),
namely, theme, in DS. The NPs Fred and Reuben would have
the same semantic relations in (40) and (41). But Fred is
Agent and Goal in (40), Reuben is'Agent and Source in (41);
The connection between Jackendoff and Gruber.is that
Jackendoff adopted Gruber's whole thematic system, without
change, and uséd it for semantic interpretatiqn (1972,
'SIGG); Thus in (38) there is no agent, Buc if we change
the sentence to (39), it will be John whn opened the door,
John is functioning as ap agent, bnt in (38) the subject
the door is rhe theme. The subject John in (39) ig the -
agent, and the object the door is Still the theme. By the
same thematic notion, Jackendoff dnalyzed Séntences (40)
and (41). 1In (40) the snbjept EZEQ is functioning.as the
g0al and Reuben i; functioning as the source. ye will have
the same themaric relations even if we have g different
syntactic Structure, as in' (41), where the subject Reuben
~1s the goal and.the PP object Fred is the source.
Jackendofffconcluded that one NP can function in more than

one thematic role within the Same sentence. Thus,; the theme

‘.
-
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in (40) and (41) is some hashish, Reuben is the source, and

Fred is the goal. The specification of sucﬁ‘relations¢can
be captured by the fact that with both buy and seli. the
subject is the agent, but with buy it is also the goal,

whereas with sell it is also the Source as in (42) and (43).

(42) Fred 'bought some hashish from Reuben,
Agent/Goal Theme Source
(43) Reuben  ° s0ld some hashish to Fred.
' Agent/Source Theme Goal

The central element which determines the thematic
relations in Jackendoff's model is the verb. The lexical
entry of the verb will correiate the ihematic relations and
grammatical relations. The abstract notion of the verb
will be operating in.two universal prédicates: Jackendoff
called them CAUSE and CHANGE predicates. The CAUSE Predi-
cate takes two arguments: (a) individual and (b) event.

The CHANGE Predicate takes three afguments: (a) individual,
(b) initial, and (c¢) final State. Thematic relations, then
can be defined within the framework of these Predicates. -
CAUSE takes an Agent as an argument, CHANGE takes a Theme
as an individual argument, Source as an initial state argu-
ment, and Goal as an argument of final State. Other
thematic rélaqions can be defined in the framework of the
existential predicate BE which takes a themé as an

individual argument and location as a State argument, as

in (44), |
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There 1is ~a book on the table.
Theme . Location

4.3. The Advantages of Jackendoff's Model

Jackendoff (1972:11-12) considered his model

comprehensive syntactically and semantically. Syntactically,

the new model can: -

(a)
(b)

(c)

define a grammar that generates sentences;

express '"a significant generalization'" about -
language, and its environmental relations; and

not be "too powerful'" or "too weak."

Semantically, however, Jackendoff (1972:33) thought the

incorporation of Gruber's thematic relations strengthened

his syntactic framework and created a comprehensive model:

(a)

(b)

(c)

The model can unify various uses of the same verb.
For example, the verb (keep) can be used in two
thematic environments:

(45) John kept the book on the table
(46) John kept the book

positional

possessional

The model can capture the distribution of _
reflexive, passives, anaphora, and other things
in terms of the thematic system.

The model can reduce the ambiguity which holds
among thematic roles as in (47) and (48).

(47) The rock rolled down the hill.

Thene Goal
(48) John rolled down the hill.

Agent/Theme ‘ Goal
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(d) Finally, the model can express adequately the
reciprocity of the source-goal patterns in verbs
such as (buy) and (sell).‘

5. The Case Grammar Theory of Cook

Case Grammar is g3 theory whose goal is to describe the
semantic content of Sentences. (Case Crammar went beyond
the semantic modifications of EST, because the Semantic
Phenomenon is deeper than the deep structure in these modi-
fications. Note that the developments of the éemantic
- component of Fillmore, Chafe, and Cook are parallel-develdp-
ments to the semantic component of Gruber and Jackendoff.
They are not necessarily (and certainly in the case of
Chafe and Cook) intended as a development in TGG. However,
Case Grammarians believe that Jackendoff's theory can be
improved by comparison with other case models.

It would be useful to investigate Case Grammar theory
through one advanced and comprehensive version of its

semantic development, namely, the matrix model (Cook, 1979).

5.1. The Matrix Model

It is a system of cases which are assigned by the semantic
valence of the verb. One may sbeak of verb types in terms
of features (as is done in Chafe, 1970), with the case‘roles
assigned‘according to the semantic features of the verb,

In this sense, the verb is a semantic governor and controls

the number ang kind of cases that occur with the verb., 1In



‘this’system, the list of features which may occur within
the verb and describe jirg valence are to be distinguished
from the case roles which gre imposed upon the noun becauée
of these features in the verb,

The verb features include, ip the vertical‘dimension.
of the matrix, state,.grocess, and action. Every verb has
One and only oﬁe of these features; 10 verb occurs without
pne of these features. 1p géneral, the [+ Stative] feature
requires an 0s case role, the [+ brocesé] requires gp O case

role, and the [+ action] feature requires both A and 0 roles,

Process requiring ﬁhe 0 role, in g one-to-one relationéhip.)
In the horizontal dimension of the matrix, the feature

(+ Experiential] requires the E-role, the feature

[+ Benefactive] requires the‘B-role, and the feéture .

[+ Locative] requires the L-role. The features experiential,

benefactive, and locative are mutually eéxclusive. Basic

verbs have none of these. The result of the matrix verb

type is 12 c¢gase frames, gas shown in Figure 2.
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Verb Types Basic Verbs Experiential Benefactive Locative
l. State 0 E, 0_ B, 0 0, L
s " s s s
BE tall like have be in
2. Process 0 E, O B, O ! O, L
die enjoy acquire ' move, iy
3. Action A, O A, B, O A, B, O A, O, L
kill say give put
FIGURE 2.

THE MATRIX VERB TYPES (COOK, 1979:203)

The matrix model distinguishes two kinds of case roles:

(a) Overt Roles: which occur in the deep Structure
and always occur in the surface Structure.
(b) Covert Roles: Which occur in the deep structure

but may or may not occur in the surface struc-~
ture. Covert roles are of various kinds. If the
roie sometimes occurs and sometimes does not
occur in the surface Structure,
a deletable role,

then it is called
as in (49) and (50).

(49)
(50)

John 1is eating., A, 0/0-deleted

John 1y eacing (something). a, o

If the role never Ocecurs in the surface Structure, it

may be either (a) coreferential with another case role, and

therefore not’manifested separately, as in (51) and (52)

(51) John went home .,
(52) John A, = John 0.

or it may be (b) lexicalized into the verb as in (53) and
(54) .
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(53) John put water on the garden. A, 0, L
(54) John watered the garden A, *0, L/O-lexicalized

I shall exemplify the matrix model by using the basic
Structures of the Arabic sentence, as follows:
1. [} Stative]
This stative feature of the verb, which is
indlcated in the matrix model by marking the O-case ag O

éxpresses the semantic aspect of a derived Arabic sentence

such as (55),

(55) 1?al - ka?su maksurun

the glass broken
The glass ig broken.

2. [+ Process]
The process feature eéxpresses the semantic aspect

of the dynamic non- agentive Arabic sentence, as in (56).

(56) yankasiru 1 - ka?su

breaks the glass
The glass breaks,

3. . [+ Active]
The active feature expresses the semantic aspect

of the dynamic agentive Arabic sentence. as in (57).

(37) yaksiru zaydun il - ka?sa

breaks Zayd the glass
Zayd is breaking the glass.
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4, [+ Experiential]

aspect of the Arabic Sentence whose verb €xpresses emotion,
Sensation, or cognition. Experiential verbs cap be
classified under three tjpes:

4.a, State Experiential Verbs, as in (58).

(58) xawwafa ~ zaydun Camran

frightened Zayd “Anr

Zayd frightened cAmr.
4.b. Process Experiential Verbs, as in (59).

(59) ya?maluy zaydun bi-n-najgbi

hope Zayd. success
Zayd hopes that he will succeéed.

4.c. Action Experiential Verbs, as in (60).

(60) qala zaydun il—paqfqah

said Zayd the truth
Zayd said the truch.
5. [+ Benefactive]
The benefactive feature expresses the semantic
aspects of the Arabic sentence whose verb expresses poss-
ession, loss or gain, and transfer of objeéts. Benefactive

[ 3
verbs can be classified under three types:

KRS Ak S

{ < oo
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5.a. State Benefactive Verbs, as ip (61).
(61) 11 - ta?abbagagarran jawadun ?asilun
to Ta?abbatagarran horse thoroughbred
Ta’abbatasarran has a thoroughbred horse,
3.b. Process Benefactive.Verbs, as in (62).
(62) hasala  zaydun €ala 1-ja?izati
acquired Zayd on  the present
Zayd acquired the present,
J3.c. Action Benefactive Verbs, as in (63).
. (63) ?acgaytu zaydan ja%izacan
gave 1 Zayd Present
I gave Zayd a present.
6. [+ Locative])

The locative feature expresses the semantic

aspect of the Arabic sentence whose verb expresses statlve

or directional locations, Locative verbs can be c1a831fied

under three types:

6.a. State Locative Verbs, as ip (64).

(64) calE ra?si 1 - mutanabbi calamun

——————

on head the Mutanabbi flag

On the head of ?Al-Mutanabbi, ﬁhere is a flag;

6.b. Process Locative Verbs, as in (65).

(65) taharrakat is—sayysratu

moved the car

The car moved,
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6.c. Action Locative Verbs, as in (66).

(66) harraka zaydhn ‘is-sayygraCa

moved Zayd the car

Zayd moved the car,
In addltlon to these semantic cases of the matrix model
the Arabic structures are based on three universal semantic
predicates which describe the deep representation of Arabic
sentences. These universal Predicates are the following:
(7) BE, (8) COME ABOUT, and (9) CAUSE.

7. BE-Predicate
This predicate expresses the semantis aspect of

the nominal existential sentence in Arabic, as in (67) and

(68).

maksurun
(67) ?al - ka?su broken
—_—
the glass kabirun
large
broken )
The glass is —7 state (BE+ADJ)
large
c - .
ala 1l-ma?idati
(68) 7?al - ka?su on the table
the glass huna

here

on the table

The gluss {4 1- ——7 Locutive stuate (BE+Loc)
here . T

£
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8. ' COME ABOUT = (CA)
The COME ABOUT predicate expresses the semantic

aspect of some intransitives, namely those which are derived

from states. This can be seen in (69a) and.(69b).

(69) a. yankasiru 1 = ka?su

‘break the glass
The glass breaks.

b. COME ABOUT (BE KSR (ka?s))

9. CAUSE

The CAUSE predicate éxpresses the semantic aspect *

of some dynamic agentive transitive Structures of the verbal

sentence, as in (70a) and (705).

(70) a. yaksiru 'zaydun 11 - ka?sa

break Zayd the glass
Zayd is breaking the glass.

b. CAUSE (Zayd, ca (BE KSR (ka?s))

3.2. The Bidirectional System

The Arabic analysis will be based on the bidirectional
system of derivation which was proposed by Chafe (1970) and
adopted by Cook (1979). There are two reasons for using
such a system in the Arabic analysis:

(a) The bidirectional system is applicable within the
framework of the matrix model of the case system
on which the Arabic framework is based.
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(b) This system is also applicable to the basic
sentence and its morphological derivations in
Arabic. The morphological process in Arabic
depends on what the Arab grammarians called

9i¥tlgag i1.e., derivation.

Syntaccically, however, the Arabic data require such a
bidirectional systém to meet the three base-generated struc-
‘tures of the sentehce, namely: the nominal trénsitiVe and
intransitive complex sentenée, the nominal equational sen-
tence, and the verbal transitive and intransitive sentence.
The bidirectional system can be‘applied-to these sentences
adequately.

The bidirectional system of derivation consists of
four semantic units:

1. Inchoative Derivation (ID)

a. [ID + State] ——> [+ Process]
b. COME ABOUT, (BE X (Z2))

2. Resultative Derivation (RD)
a. [RD + Process] ——> [+ State]
-b. BE X (2)

3. CAUSATIVE Derivation (CD)

a. [CD + Process] ———~§,[+ Action]
'b. CAUSE (Y, COME ABOUT (BE X (2))

4, Decausative Derivation (DD)
a. [DD + Action}) —— [+ Process]
b. COME ABOUT (BE X (2))

According to Chafe (1970), some verbs are inherently

State, action, process, action/process, and others only



derivacively so.

66

The semantic derivational process of the

bidirectional system can be seen in Figure 3.

Scace///)a

Inchoative

Causative
\\\E*Processz///;v Actlon

fi\\\ 4(/// k(// Process
Resultative DLLJUhuCiVL

FIGURE 3.

THE BIDIRECTIONAL SYSTEM (Chafe, 1970:132)

Applying this System to the basic sentence and its derivation

in Arabic,

(71) a.

(72) a.

(73) a.

(74). a.

?al~ka?su maksurun

the glass broken
The glass is broken.

BE MA+ KSR (ka?s) By ID —_—>

?inkasara l-ka?su

broke the glass
The glass broke.

COME ABOUT (BE ?in+ KSE (ka?s))

kasara zaydun 1l-ka?sa

broke Zayd  the glasgs
Zayd broke the glass.

we can have the following semantic Structures:

By CD —>

CAUSE (Zayd, COME ABOUT (BE KSR (ka?s)))

fataha zaydun 11-baba

opened Zayd the door
Zayd opened the door. /

[y
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b. CAUSE (Zayd, CA(BE FTH (bab))) By ID —3

(75) a. ?nfataha = 1-bapy

opened the door

The door opened,
b. COME ABOUT (BE ?in+ FTH (ba) By DD ——

(76) a. 7?al-babu maftabun

the door open

The door is open.
b. BE MA+ FTH (bab)

5.3. The Comparison between Case Theory and Thematic Theory

Jackendoff (1972) rejected the Case Grammar Theory
proposed by Fillmore (1968). The main reason for such
rejection was that the Case‘Grammar of Fillmore lacks
coreference. . Instead, Jackendoff adopted the Thematic
Theory of Gruber (1965) . Recently, most linguists consider
the Thematic model to be subsumed under the theory of Case
Grammar, since Fillmore (1970) added the notion of corefer-
ence. The argument here can be drawn from the folioﬁing

facts:

1. Case Grammar is not a grammar and does not deal
directly with surface case, It is simply a
descriptive semantic system which ''deals only with
the semantic level in a grammar" (Cook, 1982: 1).

Jackendoff (1972) used the thematic relations (a
case grammar role system) of Gruber (1965) in the
interpretive level of g transformational
generative grammar.
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The case lists in Gruber's and Jackendoff's models
are localistic. That means the case list uses
fource and goal cases along with location. These
three cases are also used in the abstract sense.
The case grammar-matrix model is non-locaiistic,
i.e., the case 1list does not use source or goal
cases, but it groups stative and directional loca-
tives under'one‘case, namely physical location.
The case list in the matrix model has other cases
such as Agent, Experiencer, Benefactive, and
object (theme).

It follows that any localistic model can be '
translated into g non-localistic one. Thus, the
case list in thematic relations of Jackendoff and
Gruber can be translated into the case list into
Cook's matrix model, and vice versa.

Jackendoff (1972:29) openly adopts the thematic
theory of Gruber (1965) without any substantial
change or modification.

The thematic theory appliedvby Jackendoff has some
weak points which can be explained as follows:

(a) Since basic verbs require only Theme, or
Agent and Theme, there is no justification
in the case frame used by Jackendoff. In his
themacic relations, every case frame Seemns to

" have source and goal, as in this example:
"The door opened.' Theme: door, Source:
not open, Goal: open. The model might be
better served if basic verb types occurred
without Location, Source, or Goal cases, as
in Anderson (1971).
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(b) In Gruber's thematic model, Agent is
| :introduced only in the latter Part of his work,
and gives the impression that Agent only occurs
in verbs from which the notion of CAUSE can be
factored. This presents a difficuley in the
analysis of simple action verbs like laugh,

work, dance, sing, which are obviously
agentive.

We can conclude that, with minor modifications, the
Themqpic model wouid éerve the matrix model,lbr the matrix
model could be used for semantic interpretation in Trans-
formational Generative Grammar. It follows, then, that the
incorporation of the matrix model as a descriptive semantic
interpretation in transformational grammar which can be
.readjusted'according to the sentential Arabic theofy would

offer the brightest Prospects for a modern sentential

theory of the Arabic structures,
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CHAPTER THREE
BASIC STRUCTURES

0. Introduction

In thié chapter, I shall analyze and explain the basic
Structures in standard Arabic. By basic Structures is meant
those structures which are subsumed under (a) verbal struyc-
cnré (M=-MI-F), and (b) nominal structure (MI-M-F) .

The purpose of this analysis is' to investigéte the
surface and deep representations of these structures and
capture the freer and more restricted movement of their
constituents. In order to do so, insights from’Arabic sen-
tential theory, Cook's matrix model, and transformational

generative'grammar theory have been adopted.

1. Theoretical Framework .
‘Theoretical frameworks of the basic sentence in Arabic
vary from one linguist to another,'depending on the theory
which each linguist adopts. Thus one who tries to investi-
’gate the theoretical framework of the Arabic sentence will
face different Proposals concerning the'configurational
Structure and its rules that cnpture the syntax and
semantics of the Arabic sentence. The configurational
Structure and the rules that account for the Arabic sen-

tence come from two sources: the first was proposed by

Western linguists who conceived of the Structural framework



71

of the Arabic sentence from their modern linguistic
background. The second was proposed by Arab linguists who
understood the structure of the Arabic sentence through a
particular modern linguistic approach:‘ The problem in both
sources of analysis is that they approached syntactically,
but less so semaﬁtically, the immediate and mére’aéplicablé
data which conform to the theoretical Principles of the:
theory they adapted. The result of such analysis is‘
insufficient and inaaequate semantic explanation.

Snow (1965), Killean (1966), Lewkowicz (1967), and
Awwad (1973), for example, believed the structure of the

‘Arabic basic sentence to consist of the following rule:

NP + VP
1) s —> NP+Pred}

Octher linguists, however, conceived of the Arabic basic
sentence differently; Anshen and Schreiber (1968) under-
stood the structure of the basic sentence to consist of the

following rule:
(25 S ——» VP + NP

Aoun (1979) suggests that we can understand the basic
sentence in Arabic, or more generally in VSO languages, as

having flat structure, which he gives as follows:

(3) S——> INFL - V - SUBJ - OBJ
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More recently, some Arab linguists have deviated frop

these formulations. Bakir (1980), for example, tried tq

(“) V'i—3yy . ym -’(N"') - (")

The most récent theoretical framéwork of the Arabic

- Sentence was Proposed by Fihre (1981). Fihre adopts g
theorecical framework called "a Lexical Functional Grammar,*
Proposed by Bresnan (1976-1982) . Fihre tried to.apply the
constituent structure (C~structure) of this theoretical
framgwork to the basic Sentence in Arabic, His under-
.standing of the basic Structure is similar to that of
Bakir's (1980), except that Bakir's framework wag
Jackendoff’s'i-theory. The "Lexical Functional Grammar"

framework resﬁlted‘in the following rule:

5y s—y v - »p _

NP
=4 (+SUBJ) =4 (10BJ) =y



sentence, Syntactically and semantically.

Recall the SCtructure of the Arabic sentence consists
of three constituenﬁs. The first essential constituent is
called musnad M), i.e., M-p;edicate of‘the Sentence. The

Second essential constituent is called musnad ?2ilayhi (MI1),

i.e., MI-subject or topic. The third constituent is called
Fadlah (F), i.e., adjunct or all constituents wﬁich are
neither M nor MI. F enters the structure ag an ex;ré con-
stituent which contributes to the meaning of the sentence
and deepens it. The relation which holds among these
Structural constituents is called ?isnad (IS), i.e., con-
figﬁrational Predication. The IS-node is dominated by the
highest K-node Or sentence. I shall introduce here another
constituent which can trénsform the basic Structure to g
Néw structure. The new constituent isg called KEQEE (AD) ,
i.e., particle._ The constituent  AD can be different
Syntactic categories, such as Q-word, Neg—word,»Comp—word.
and Conditional-word. I shall deséribe the underlying
Structure of the Arabic Sentence by using the five case
roles proposed in the matrix model, i.e., (a) Agent = 4,

(b) Experiencer = E, (¢) Benefactive = B, (d) Locative = L,
and (e) Object = 0. 1p addition, I shall describe the

underlying Structure of the Arabic sentence by using the
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three case markers, i.e., (a) Nominative - Nom,
(b) Accusative = Acc, and (c¢) Genitive = Gen.

Applying this theoretical framework to the basic
sentence in Arabic, we can understand the Structure of the

Arabic sentence, as in (6) and (7).

(6) a. daraba ‘l—mﬁsayani l-cisayayni

c—-.
hic the two Moseses the two Isas

, c= -
The two Moseses hit the two “Isas.

b. K

| AID/\I N
) M/MII\F

| -

v NP : NP

daraba l—masaygni l-cIsayayni
e
[+V] +4 +0
+Nom +Acc

(7) a. 17a garibun musa CIS; ?

Q  hitter Moses C‘Isa

Is Moses the hitter of Cfsa?

b. K

T F
VIN ' NP 7?
qgfibun musa CISE

[+VN] +A +0
‘ +Nom +Acc



As seen in the configurationg above, the Predicate M(V) in
(6b) is g verb, but it ig a verbal noup M(VN) which is

derived from the verb in (7b). This means that the'VN can

constituents inherited from the verb. Aragbie Structures
show three categories which function as if they were verbs.

The first ig called ?ismy l-fécil, i.e., active Participle

-verbal noun (AVN) which occurs in the active Sentence. The

second is calleq ?ismy l-mafcﬁl,vi.e., the Passive parti-
ciple verbal noun (PVN) which occurs in the Passive sen-

tence. The third jig called ?as-sifatry l-mugabbahatu

bi-?ismi 1-£a% i.e., the verba] adjective which ig

similar to the verbal noun (AdjVn) which occurs in an

Vi category.

The binary set of the lexical category in Aragbic can

be shown as in (8).
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(8) a. b. v

| [»f,e [*"] ]

darib Zayd . darib daraba

Formalizing rules baééd on these categories, I shall propose
that the rules which can account for the Arabic data would

be of the follow1ng nature:

(9) K ——>» aD-IS ,
(10) 18 — { 'ﬁ_ }

0
(11) ap ——> Neg

S
v
VN
(12) M ~—->< NP }
, AP
PP
Ava

(13) M1 h?{
NPJ
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NP
AP
PP
AdvP

(14) F —>

All particles (AD) which might modify the sentence do not
affect the essential Structure of the IS-node I shall
congsider the notion of particle (AD) to be beyond the domj-
nation of the essential Structure of the sentence, i.e.

the essential constituents are not domlnated by the same

node which dominates Particle (AD). This can be seen in

(15).
(15) a. nal yugsdiru zaydun gadan ?
| Q leave Zayd tomorrow

Does Zayd leave tomorrow?

b. K
Aﬁ””’/,//’”‘\\\\\\\\\is
l ,/”//;//’//r\\\\\\\\\

[+Q] :

M MI F
hai | | |

v WP 7P

quaLiru zaydun gadan

AD 1S
™ | _ ]
(16) a. 7a zaydun  ?axu - ka 7

—

qQ Zayd brother ybur
Is Zayd your brother?
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AD IS |
ny .

v-¢
b. ma zaydun sa iran

Neg Zayd poet

Zayd is not a poet,

AD 1S :
I L
€. ?a musafirani ] - “Isayani 7

———

Q traveler ?al-cfsaygni

Are ?Al—cfsayini travelers?

AD Is
1 1

(17) a., 23 tugannf mayyun ?

Q slng Mayy
Is Mayy singing?

_AD IS
(R L

b. ma gqala g—gicra zaydun

Neg say poetry Zayd
Zayd never said poetry.

AD IS .
| —
- v v.cC - V _-

€. halla ?ansadtani 3i ran ya gulam ?

Q-1like recite me . Poetry o  boy

0 boy, wou;d you recite me poetry?
We notice'from the above examples that the nominal
Structures (IS) in (16) and the verbal structures (1S) in
(17) consist of Particles (AD) which are sister-adjoined
to the node (IS), but never to the constituents that afe
dominated by (IS), because the'éssential constituents hold

only among M, MI, and F which are sister-adjoined and
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dominated by the node (IS). The node (AD), however, is an

eéxtra syntactic category which is sister-adjoined to the
hode (IS). The nodes (AD) and (IS) are dominated by a
higher node which organizes the whole configurational

process of the complece Structure, i.e., K-node.

The configurational Structures of the sentences (18a)

and (19a) can be shown in (18b) and (19b).

~ - v=c
(18) a. 17a ?abu~nuwasa §3 1run 2

—

Q ?Abu~nuwasa poet

Is ?Abﬁ—nuwasa a poet?

v=C
sa irun

bl
?abﬁ-nuwasa ‘ IS
T\ Pro
(yakunu) (huwa)
(is) (he)
(19) a. ?a haraba l-mutanabbi § - ¥u15°u ?

Q escaped ?Al-Mutanabbi the courageous

Did the courageous Mutanabbi escape?
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7D IS
[+Q] ‘ ‘
' M MI e
?a , ,
v NP AP
|
haJaba l-mutanabbi E-Xstcu

The clarification of the new framework adopted here
can be seen from the following verbal and nominal structures,

presented in (20) and (21).

(20) a. 7a haja ta?abbagagarran jarallahi ?
— . e —————————————.
Q satirized ta?abbagagarran Jarallahi

Did Ta?abbagagafran ‘satirize erailghi?

(+,Q] /l\
, M MI F

?a l ,

T NT TP
‘hajE ta?abbatagarran jarallahi
(21) a, 172 l-xansa?u ?axu - ha saxrun ?

Q ?Al-Xansa?y brother her . Saxr

As for ?Al-Xansa?, is Saxr her brother?



b. K

[+L] Mf’/’//”"\\s\\\\\“u’
9L NL IL

l-xalsa7u Mf/””””\\\\\\\\\h

NL | IL

?axéfhé v Pro M
(yak,Enu) (hu,wa) §ax'run
2. Word Order in Basic Structures

In this section, I will ‘focus on the basic order of the
Arabic sentence and its possible derived Structures. After

that, I will explaln the structural and functional aspects

of such moving elements.

2.1. Word Order in Verbal Structures

The word order of the basic verbal sentence in Arablc

might be in (22).
(22) [M(V)...MI(NP)...(Fl(NE)...(FZ(X)))}

The constituents in (22) can be seen, for example, in

sentence (23).




82

M MI Fy ' Fy |
| I P I |

(23) Qarébé zaydun %axa - hu darban fadldan

hit Zayd brother his hitting strongly
Fy. Fx x
| 11 || l

yawma l—jumcaéi ?amama rifaqi - hi ta?diban la- hu

day Friday in front friends his punishing to him

Zayd hit his brother a very strong hit on Friday in fromt
of his friends as a punishment for him.

The constituents (M-MI-Fl) in (23) represent the basic
elements; all other constitgents cah be collapsed under the
'category F(X). The structure in (23) allows certain
elements to move to the left or to the right of the verb,

transformationally. Let us consider the following examples.

(24) a. daraba zaydun ?axa - hu

hitc Zayd brother his
Zayd hit his brother.

b. IS
T Nr ﬁp
daraba zaydun ?axa~hu
-+Nom ‘ . | +Ace
+A +0
(25) a. daraba ?axa = hu zaydun

hit brother his Zayd
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b.
(26) a. ?axa - hu daraba zaydun
brother his hit Zayd
b.

The movement in such Structures can be seen as in (25b),
where the F(NP-object) is Preposed to the right of the verb,
and as in (26b), where the F(NP-object) is Preposed to the
left of the verb. ' |

The structure in (24) and its transformations, as in
(25) and (26), will account for the transformationgl
‘F(HP-object). Thus, any transformationgl movement to the
right or to the left of the verb is Permissible only within
the domain of rthe IS-node. The Justification for such
movement is that the constituents are assigned case roles
and case markers, and then when the constituents move, they
will move with these Syntactic and semantic case roles and

case markers.
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The movement, however, is Permissible in the case of
F(NP~object), but not in the case of MI(NP- -subject or agent).
The non-permissible extraction of the MI(NP- agent) comes from
the fact that the M(V) and MI(NP- subJect) are one linguistic
unit, which cannot separate and move‘in the structure. All
other constituents can move within the structure. In the
case of (25) and (26), the F(NP-object) is an adjunct which
can move freely. The process of movement within the struc-

- tural domain can be seen in (27), where the movément of the
F(NP-object) must be to a sister- adJOlned position w1th1n

the domain of the IS-node but not the K- -node.

(27)

|

|

Qaraba

The F(NP-object) in (27) can move to either the left or
right of the verb within the domination of the IS-node.
We have discussed so far the movement of the F(NP-
object) in the verbal structure. The movement rule, how- -
eéver, can apply to any constituent which can appear under

the category F(X). Let us consider the following examples,

A
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(28) a. jara rajulun mip al-madinaci

came man from the cicy

A man came frop the city,

]

NP PP

|

?a rajulun min al-madInati
+Nom +Gen
+A/0 ‘ +L

(29) a. ja?a min  al-madinati rajulun

S ———

Yy

came from the city man

(30) a. wmin al-madinati ja%a rajulun

from the city came man

As seen in (29b) and (30b), the category F(PP) can move

either to the left of the M(V) or to the right of it. Once
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again, the constraint in such movement is that it must be

within the domain of the IS-node,

. 2.1.1. Constraints on Word Order in Verbal Structures

In certain syntactic and semanﬁic éases, the
constituents within the verbal structure cannot move freely
from one position to another, for reasons which have to do
with syntactic and semantic ambiguities. The movement in
the ambiguous structures will cause ungrammaticality. Let

us consider the following examples.

(31) a, daraba musa CISE

hit Moses Cfsa

Moses hit Cfss.

. —-X= | =x-
b. daraba hada haoa

hit - this this
This (man) hit this (man) .

c. darabat il ~ hubla s - sakra

hit the pregnant the drunk
The pregnant (woman) hit the drunk (woman).

The above examples do not tell us who is the doer of the
action, and who was acted upon because it is not clear
whether the first constituent to the right of the verb has
the case role of agent and case marker of nominative, or
the'case role of object and the case marker of accusative.
But since the case markers are not shown on the words,

movement of the constituents is not allowed lest there be
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ambiguity. The movement has to have’some constraints which
can capture this ambiguity and/clarify it. There are some
constraints which'concern such structures. These con-
Straints can be stated as follows:
(32) a. 1In strucﬁures such as in (31), the first constituent
must be an agent which has a nominative case marker.

The second constituent must be an object which has an

accusatlve case marker.

b. Movement cannot be applied in such structures unless
(a) holds, 1, e., we cunnot move any coubtituent to
pPrepose or postpose the verb.

The constraints (32a) and (32b) can be relaxed only if
the structure has a syntactic or semantic clue which
indicates the subject and the object, and thus it will
allow constituents to move freely. This means that sentences
which have no semantic or syntactic clue which enables the
constituents to move have a strict and fixed word order.

Applying the constraints above to the structure.in
(31), we can conclude that the constituent which is found
on the right of the verb must be the MI(NP-subject), even
though it is not marked nominative, and the constituent
which is to the right of the MI(NP-subject) must be
F(NP-object), even though it is not marked accusative,

When structure, however, has g certain syntactic or
semantic clue, the movement rule can apply freely without
any restrictions These syntactic and semantic clues can

be seen in the follow1ng exampleb



(33) a.

(34)

b'.

b'.
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daraba musa 1 - qawlyyu CISE
hit Moses the strong Cfsa

The strong Moses hic Cfsa.

daraba CISE musa l-qawiyyu

daraba~t hadi-hi hak:

hit this(f) this(M)
This (woman) hit this (man).

daraba~-t had: hagl-hi

daraba 1 - musayuna ] - CIsayina

-

hit the Mosesges the cIsas
The Moseses hir the Cfszs.

daraba l-CIsayIna l—mﬁsayﬁna

?akalat 11 - hubla 1 - halwa

ate the pregnant  the candy

The pregnant woman ate the candy.

‘akalat  {l-halwa  1-hubl3

%akala cisa l-kumma®ra

‘1

ate sa the pears

= - .
Isa ate the pears.

?akala l-kunmabra CISE

?asarrat layla g - najwa

kept Layla the secret

Layla kept the secret,

.?asarrac in-najwa layla
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In the above examples of (33) and (34), constituents
can move freely, éince there are syntactic and semantie
clues which indicate who is the MI(NP-subject) and the
F(NP-object). 1In the examples in (33), the clue is syn-
tactic. In (33a), the MI(NP-subject) is modified by an
adjective whose case marker is a nominative; thus the
‘Mi(NP-subject) must have a nominative case marker and con-

sequently would be an MI(NP-subject). 1In (33b), the clue
| is the gender. The Arabic verb must agree with the subject
which is postposed to the right of it with gender, number,
and'person, ﬁhus the constituent which agrees with the verb
in gender must be the MI(NP-subject). 1In (33c), the clue
is that the constituents afe marked morphologically with -
the subject and object as dual markers, thus one can tell
the subject from the object. .

The semantic clues in the structures of (34) vary. In
(34a) and (34b), the semantic clue depends on the lexical
verb whose semaﬁtic features must be universal, i.e., the
person who is the eater must be MI(NP—agent), and the thing
which is Being eaten must be F(NP-object). We can see that
the same semantic relations hold for (34c¢), because the
secret must be kept by a human being who is MI(NP-experiencer),
and the talk or secret which is being kept must be

F(NP-object). The structures which can capture these

syntactic and semantic processes can be seen in (35).
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(35) a. IS .
er NPy,
[+subject] [+object]
b.

The constraints on the word order can be applied on
different kinds of structures. In some structures, we find
some verbs which occur with three constituents. The first
is MI(NP-subject), and the second and third are exiscéntial
sentences. The constraint in such structures would be on“
the order of the two constitﬁents of the existential sen-
tence. It is supposed that the constituent one, which is
the theme and which is talked about, must precede the con-
stituent two. In other words, the constituent one which
causes the other constituent must come first in the struc-

ture from a semantic point of view. The violation of such
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constraints will result in i11-formed Structures, which
might be acceptable. But to achieve a high degree of
grammaticality in Chomsky's (1957) Sénse, one has to apply .
the previous constraint. This semantic’conSCraint can be
seen in (36).

(36) a. hasib - tu b4 4.¥amsa gEliCaCan

thought I the sun rising
I thought that the sun was rising,

In (3éa), the struétures include two constituents in the
existential sentence which eéxpress the logical event; thus
the sun is the object of which rising is predicated. The
logical sequence is that the sun must Precede the rising.
The structures have a fixed and strict word order which can

be shown in (36b).

K

b. IS

M"////:Zj‘\\\\§‘-‘-‘~;~‘F
] |
T Pro IS
hasib tu /////////A\\\\\\\\;
i |
TP IS
g—gamsa

(takﬁnu)(hiza) gSlicacan
is she

The semantic constraint can be exhibited more clearly

in another example where a movement rule is involved. 1In
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Some structures, any movement can change the entire meaning
of the sentence. This means that a transformational rule
would change the semantic sf;ucture of the sentence if it
moved a certain constituent from one position toa anocﬁer

These semantic changes can be exhibited in the following

examples

| : B 1

(37) a. Warar - tu bi-zaydin rakiban

passed I by Zayd riding
I passed by Zayd while he was riding.

b. IS
M%F\F
o O
v Pro ‘ IS

malar Ju i~zazdin ,////////\\\\\\\;\
MI o
|

| |

(yakunu) (huwa) NP
rakiban

(38) a, marar - ty rEkiban bi-zay&in

passed I riding by Zayd
While I was ridihg, I passed by zayd,



b L Is
TM,I/IZRTJ.
v Pro ’ 1S PP

marar tu v////’,/’/]\\\\\\\\\ bi-zaydin
Pro M

|

(?akunu) (?ana) rakiban

In (37b), the F2 (sentence) must refer‘to PP and modify ic,
but in (38b), it must refer to the MI(Pro- -agent) and modify
it. Therefore, movement of thlS kind must be constralned
to avoid semantic ambiguity,

The constraints on movement rule can be exhibited in
the complex and conditional clauses of the Arabic sentence,
which consists of subordinate and main clauses. The con-
straint in such structures is that the F in the subordinate
clause cannot move to the left of its verb, otherwise it
will result in an ungrammatical sentence. See (39b), whose

original structure is in (39a), where F is F(AdvP),

(39) a. man ya “mal sEliban fa - linafsi - hi

who - does right then for self his
One who acts righteously, it would be for himself.

b sﬁliban man yacmal fa ~ linafsi - bi

right who does then for self his
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Similar to the conditional Structure is the complex
structure, where the F(NP-object) cannot move because of
the constraint on movement rule in the dependent clause.

- This restriction can be seen in (40).

(40) a. ?arada zaydun ?an ‘yadriba “amran

wanted Zayd to hit cAmr

Zayd wanted to hit Cagr,

bX* ?arada zaydun ?an camran yadriba

wanted Zayd to cAmr hit

The blockage of the F(NP-object) from moving to the left of

the verb is the complementizer ?an. The complementizer 2an
cannot allow any constituent to intervene between it and its
verb. The constraint on movement rule within the‘complex
Structure can be applied to the complex sentence. In this
8tructure, the F(NP-object) cannot move to the left of its

verbal noun. The restriction on such movement is exemplified

in the following examples,

(41) a. sa?a - ni darbu  zaydin camran

‘bothered me hitring  Zayd éAmr

Zayd’s hitting of Canr bothered me.

b* sa?a - ni camran darbu  zaydin

bothered me cAmr hitcing Zayd

In some structures of the Arabic language, the
F(NP-object) is obligatorily moved to the right of the verb.

This structural Process, however, results in a word order
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different from (M-MI-F). Thus the word order of (M-MI-F)
in certain structures will violate the grammaticality of
the sentence. Instead, the word order must be (M-F-MI).

This can be seen in the following examples.

M MI

F
1
(42) a. ?intaqada - hu 1 - waziru 1~ la?finu

eriticized him the minister the sordid

The sordid minister criticized him.

b* ?intaqada 1 - waziru 1 - la?lmu hu

| —

M F MI
r“:‘““ 1 1

(43) a. ?a"jaba - ni ?an daraba zaydan ?axu - hy

surprised me that hit Zayd  brother his
It surprised me that Zayd's brother hit him (Zayd).

bX* ?acjaba ?an  daraba ?axu - huy zaydan ni .

M__ _F MI
| T F~“"7

(44) a. ma daraba zaydan ?illa camrun

Neg hit Zayd  except cAmr

Nobody hit Zayd except cAmr.
(Other people besides “Amr did not hit Zayd.)

b* ma daraba Camrun ?1;15 zaydan

—

M F MI
[ 1] _ ] -
(45) a. wa ?18a btald ?ibrahima rabbu~hu bi-kalimat

and then tested Abraham god his by words
And then God tested Abraham by words. (Holy Qur?an)
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b* wa 2157 brali rabbu-hy ?ibyahima bi-kalimat

M F MI
Ul T

(46) a. 7a° jaba zaydan ma kariha - camrun

pleased Zayd what disliked cAmr

What cAmr disliked pleased Zayd,

b * ?acjaba ma kariha camrun zaydan

In examples (42) through (46), the F(NP-object) is moved
obligatorily to the right of its verb. The structural
constraint which is imposed on these sentences varies from‘.
one sentence to another. 1In (42a), the verb is attaéhed to
an F(Pro). 1In (43a), the MI(NP-subject) is a complex
clause whlch begins with the complementizer ?an. In (44a),
the MI(subject) is restricted by the Particle ?illa, which
narrows down the action done by CAmr. The movement of the
MI(NP-subject) to its expected position in (44b), however,
will result in a grammatical Structure, but with a
different semantic Structure. In/(45a), a pronoun which is
coreferential with the F(NP-object) is attached to the
MI(subject), i.e., rabbu. 1In (46a), the MI(NP- -subject) is
a relativized clause which cannot precede the F(NP- object)
Thus, the above structures have the underlylng atructure

which is presented in 47).



The constraint on Movement rule can bé shown in
different structures in Arabic, where the constituents
cannot move, even though these Structures are not ambiguous.
The constraints on Movement rule come from'other factors,

which can be illustrateg in the following examples.

M MI _F
N I

(48) a. darab - tu zaydanp

hit I Zayd
I hic Zayd.

b* darab zaydan tu

—

M MI - F
A

(49) a. ma daraba camrun 7111a zaydan

Neg hit cAmr except Zayd

cAmr hit nobody except .Zayd.
(Canr did not hit other people.)

B g

b* ma daraba zaydan ?111a camrun

(Nobody hit Zayd except cAmr.)
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M MI F

NN L

(50) a. kariha amrun . ma ?ahabba zaydun .

disliked “Anr  what  liked Zayd
Amr disliked what Zayd liked.

b* kariha ma ?ahabba Zaydun camrun

The constraint in mbving constituents in (48),'(49),.and
(50) is that the subject in (48a) is an MI(Pro) which muSt
be aCtached to its verb. The ML (NP-subject) in (49a) 1is
fégz, to whom the action of hitting is festricted; thus it
might be to the right of the verb, otherwise, the Structure
@ould be grammatical but with a different semantic reading.

In (50a), cthe F(NP-object) is a complex Structure which

cannot move to the right of the verb.

It seems that Structures which have no syntactic or .
semantic constraint allow Movement The rule which can
capture the freer and more restricted movement of the con-
stituents mlght be represented in the following rules.

(51) a. [Y...M(V)...MI(NP)...F(X)...Z]
1 2 o3 4 5

b. [l...[4+2]...3...¢...5]

o [1...12+4]...3...0...5]

X = must be free from any syntactic and semantic
restrictions,
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2.1.2. Constraints on Unified Category and ?al- 91¥t1§a1
Pr1nc1ples 1n Verbal Structures

The constraint on Movement rule might come.from a
general principle which I would like to call the "unified
category." According to ctiis Principle, if two consctituencts
are dominated-by a higher category, Movement rule must move
the whole higher category and not its lower constituent.

In other words, the transformation must move a major cate-
gory, but not a minor category under a certain domlnatlon

Arabic has five syntactic categories, each of which
forms one higher category which ddminates two lower con-
stituents. The pProcess of Movement within/a_particular
category must move the higher category bﬂt not the lower
one; otherwise, the Structure of the sentence would be
ungrammatical. The uﬁifigd categories can be listed as

follows:

(52) F(PP) ———

a.* «<— ’

b.* «

c.V &
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(53) F(AP) ——
NP Adj
a.* «
b.* «€
c./ &
(54) | F(NP)
NIP 4 P
possessor possessed
a,* &
b.* \L
c./ €—
' (55) F(NP) ————’

S
a.* &
bo* <
c./ &
(56) 18
M(V)  MI(lP)
a.% €«—
bo* 6
c./ &



101 °

Let us consider the following examples.

(57) a. ?ictamada zaydun' Cala ta?abbagagarran

(58)

(59)

(I

depended Zayd on Ta?abbagagarran

Zayd depended on Ta?abbagagarrah.

c .- v .
ala ta?abbatasarran ?ictamada zaydun

on Ta?abbagagarran depended Zayd

On Ta?abbagagarraﬁ Zayd depended.

v 55 C C 4= :
ta?abbagasarran ?1"tamada zaydun “"ala 9

jalasa zaydun €a1a l-kursiyyi

sat Zayd on the chair

Zayd sat on the chalr.

cal; l-kursiyyi jalasa zaydun

on the chair sat » Zayd
On the chair Zayd sat.

l1-kursiyyi jalasa zaydun ala /)

qatala sayfubnugiyazana malika 1-fursi

killed Sayfubnugiyazana. king Persia
Sayfubnuegazana killed the king of Persia.

malika 1l-fursi 'qatala sayfubnugzyazana

king Persia killed Sayfubnugiyazana ‘
The king of Persia Sayfubnudlyazana killed.

c# 1l-fursi gqatala sayfubnugiyazana malika P

d* malika qatala sayfubnugiyazana ] 1-fursi
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(60) a. galaba ‘zaydun ta’abbataxayran wa ca?abbagagarran

defeated Zayd .Tu?abbugaxayran and Ta?abba;agarran
Zayd defeacted Tu?ubbagaxayran and Ta?ubbugagarran.

b, ta?abbagaxayran wa ta?abbagagarran galaba Zaydun

Ta?abbataxayran and Ta?abbggagarran defeated  Zzayd

Ta?abbataxayran and Ta?abba;agarran Zayd defeated.

v v .
cx ta?abbagasarran galaba zaydun ta?abbagaxayran wa P

As seen in (57¢), (58¢), (59¢/d), and (60c), when a lower

constituent is moved to the left of the verb, it will

violate the "unified category" principle. Thus the condi-
tions whichmight be imposed on (57¢), (58¢), (59¢/d), and

(60c) can be explained in the following'way:

(61) a, X is all constituents within the verbal structyre.

b. If X is two constituents dominated by a higher node,

Movement rule must move the higher node.
€. Structures which do ROt meet these two conditions will
violate the "unified category" principle.

The most crucial condition about the "unified category"
Principle is that it must be applied within 3 verbal struc-
ture. The violation of such Principle in certain cases will
result in a nominal Structure which might be subject to

certain constraints which state the following:

(62) a, & constituent can be ip sentence-inicial‘poaicion as

MI(topic), but ir must have a pronominal copy in the
sentential comment, ’
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b. The (Pro) nominal Copy must be coreferential with its
antecedent MI(top;c).

¢. The antecedent MI(topic) 1is not dominated by IS of the

verbal structure (i.e., IS ——» M-MI-F), but by IS of
the nominal structure (i.e., 1§ ——> MI~M-F),

The difference between verbal Structure and nominal structure

under the constraints of (62) can be seen in the following

examples.

(63) a. marar - tu bi - zaydin

passed I by Zayd
I passed by Zayd,

b. ' IS
T Pio ’ PP
marar tu bi-zaydin
4 +Nom +Cen
+A/0 +L

€. zaydun marar - ty bi - hi

Zayd  passed I by him
As for Zayd, 1 Passed by him,
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d. IS
N’P E IS
zaydun ,////////Pf\\\\\\\
+Nom M ML ¥
e |
T Pro PP
marar tu bi-hi

+Nom ‘+Cen
+A/0 +L-

(64) a. qatala sayfubnugzyazan malika 1l-fursi

r———————

killed Sayfubnuegazan king

Persia
Sayfubnugfyazan killed the king of Persia.

b. IS
T Mr {
T Nr NP
gatala §gyfubnugfyazana ' malika 1-fursi
+Nom +Acc [+Gen]
+A +0

c, ?al-fursu qatala sayfubnugiyazan malika - hum

the Persians killed Sayfﬁbnugiyazan

king their
As for the Persians,

Sayfubnudiyazan killed their king.
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d. . IS

NP : IS

?al-fursu /]\
[+Nom] T 71 - F
o o |

‘ v NP NP

| I

gatala §gyfubnugzyazana malika-hum
+Nom +Ace
+4A +0

The constraints on the "unified category" principles

lead us to discuss‘similarbphenomena within the verbal
Structure. As seen before, Movement rules can move con-
scituents freely or restrictively. There is another process
in the Arabic language where the F(NP-object) is moved to an
initial position in the verbal Structure, leaving a
pPronominal copy’attached to the verb. The pronominal copy
must be coreferential wich its antecedent F(NP-object) whlch
1s at che beginning of the structure controlled by IS-node.

This syntactic process was called in Arabic ?al-?igtigél.

The strict translation is 'busyness, ' i.e., the verb will
be so busy operatlng on the pronominal COpy or the resump-
tive pronoun that it cannot operate on the initial
F(iP-object). This is Possible in question formation,
question-like formation, imperative, negative, and condi-

tional clauses. The syntactic operation of ?al-?igtigil in
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the underlylng structure of the verbal sentence is exhibited
1n the conflguratlons presented in (65)

(65) a. ?a zaydan darabta~hu @-Pro . ?

——

Q" Zayd hit him you
‘As for Zayd, did you hict him?

(+0] - /,/"/”///’T\\\\\\\\\\\ -.x,“
MI " F o
Pro 'JP

|

zaydan”

darabta (%?anta)

| ] M Fy - H
?a , , , , '.
: TP' T Pro ’ PTo
raydan | darabta hu = ¢ (?ants)
T

Thlb is different, however from the MI(NP object)
which can be in a nomlnal Structure and will be within the
domaln of the nominal structure, In the new process the
F(NP- ObJect) will be operated on by what Arab grammarlans

had called bi-fi®lin mugaddarin praSSlru hu ma ba®da- hu,

i.e., a covert verb interpreted by. a verb that comes after‘
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it. The crucial constraint on such g Syntactic process is
that it must occur in question formation, question-like
formation, imperative, negative, and condltlonal clauses.

Let us exempllfy this syntactic phenomenon with the

following examples,

(66) ?a zaydan darabta-hu —— Q-formation

Q Zayd hit  him
As for Zayd, did you hit him?

(67) halla zaydan tukrim-hu ——% Q-1like formation

A-like Zayd  honor him

A8 for Zayd, would you please honor hinm,

(68) ta?abbagaxayran ?akrim-hu — Imperative

Ta?abbagaxayran honor him

As for Ta?abbataxayran, honor him.

(69) ta?abbagagarran la tukrim-hy ———> Negation

Ta?abbagagarran Neg honor him

As for Ta?abbagagarran, don't honor him,

J

(70) ta?abbagagarran ?2in tukrim - hy yatamarrad —— Condition

Ta?abbagagarran if - you honor him rebel
~4s for Ta?abbagagarran, 1f you honor him, he will rebel.
The above examples show a certain syntactic pProcess where
the F(NP- -constituent) is moved to the left of the verb,
1eaving @ pronominal copy attached to the verb. The

F(NP-object) is coreferential with its resumptlve Pronominal

copy F(Pro).
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2.2. Word Order in Nominal Structures

The nominal structure has three types in Arabic. The
first type consists of MI-topic and verbal hentence-comment
The second type consists of MI- -topic and nominal existential
sentence-comment. The third type consists of MI-topic and
M (i.e., NP, AP, PP, or AdvP)- comment - In this section, I

will explain the Structures of types one and two.

2.2.1. Nominal Structures

Nominal structures are generated in the base. The base
is able to generate two types of structures. The first con-
sists of MI(topic), followed by a verbal sentence (comment) .
‘The second consists of MI(topic), followed by an existential
sentence (comment). The two types can be represented in

(71) and (72), respectively,

(71) IS

MI M
|
NP 1S
M MI F
]
v Pro NP
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| v/pL\H

(B,E) (h,e) | N,P‘
PP
AdjP
AdvP

In structures (71) and (72), we have an MI(topic) or (theme)
followed by either a verbal sententlal clause as in (71)

Or a nominal existential clause as in (72). The following
Sentential clause in both structures functions as a theme

Or comment. The Structures in (71) and (72) are subject to
transformation but in a different manner from what we have
seen in the verbal Structure. Let us con31der some examples

which can indicate clearly the basic structures and the

derived structures.

(73) a. zaydun qeraba 9-Pro Camran

Zayd hic he cAmr

As for Zayd, he hit amr. .



b IS
’L/\_T
N,P | IS '
raydun /////,/,/’]\f\f\\\\\\
M ' MI F
.| +Nom : .
w | | |
T Pro . 7P
daraba (huwa) “amran
+Nom +Acce
+A +0
(74) a. zaydun “amran daraba @P-Pro
Zayd  “amr  pie he
b. IS

A
NP v Pro
(75) a. zaydun  ?abu = hy ggcirun

Zayd  father hig paet
As for Zayd, hig father 1s a poet,
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b. IS

jf”,///,///”\f\\\\\\f\T
7? IS
zaydun
+Nom \,I NP
o | | L l
§ (yakunu) ?abuhu NP
+Nom Ve ~
FE/Q j sa irun
+Nom
+0s

v=C -
€. zaydun sa irun ?abuy - hu

Zayd poet father his

d. IS
NP ) IS
V,///’%§::::§;~\\\\\
NP
iy

)

In the above examples, the constituent Zayd is always an

’Mi(NP-copic) which is coreferential with its resumptive
covert pronoun which is in the verbal sentential comment as
in (73b) and (74b), with its resumptive overt pronoun which
is in the nominal sentential comment as in (75b). The

MI(NP-topic) is base-generated constituent, whereas the
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other constituent such es Amr F(NP -object) in the verbal
structure and ¥airun M(NP) in the nominal structure are
transformationally moved.

" Thus the most important aspect in the nomlnal structure
is that the sentential comment must contain a resumptlve
Pronoun which is sometimes covert (i.e., an empty pronoun)
and sometimes overt (i.e., a full lexical prbnoun)

The comparison between the MI(NP- toplc) and the
F(NP -object) 1eads us to the follow1ng syntactié and

semantic propertles for each.

(76) MI(NP-Topic)

a. It is basically a base-generated constituent.
b. It has a case marker of nominative.
c. It has a resumptive pronoun in the sentential comment.

d. It is followed by a sentential comment either verbal
or nominal.

€. It is coreferential with the resumptive pronoun.

f. Movement can take Place in the sentential comment

and move some constituents transformationally,

(77) F(NP-Object)

a. It is transformationally moved.
b. It has a case marker of accusative.
c. It occurs in a verbal sententlal structure,

d. It does not have a resumptive pronoun except in a

?41-Vibcigal phenomenon.
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€. When it has a resumptive Pronoun, it ig coreferential
with ic.

f. It moves to g position either to the right of‘ﬁhe
verb or to the left of the verb. |

2.2.2. Nominal Existential or Equational Structures

The third type_bf the nominal Structures is the
€quational or existential structure. The theoretical frame-
work of the equational or existential sentence varies among
)linguists, depending on the approach which they adopt.

Snow (1965), Killean (1964), Lewkowicz (1967), and

€quational sentence within the word order of (SV0).
According to Bakir (1980), the theoretical framework of the

equational sentence for the past decades was as in (78) and

(79).
(78) s ——> NP - VP

(79) vp —> 3 N égg)EPE%(AdJP)(Avai}

Bakir (1980) and Fihre (1981) deviatedvfrom the above

framework and perceived the Structure of the equational

sentence from a different perspective. They considered the
Structure of the equational sentence to be within the word

order of NP-(V)-NP. Iﬁ their framework, they Proposed g
verb-deletion rule which can delete the existential verb o
yakunu, 'be’ ip the present, and keep it in the past kana

and future tense sayakinu.
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In .this study, however, I shall analyze the structure

of cthe equational sentence within the framework which I
proposed before. This means that the equational Structure
consists of two constituents, The first is the starting
constituent MI-topic, which might be (NP), (VWN), or (S).
The second is the Predicate M-comment which might be (NP),
(AP), (PP), (AdvP), or (S). All these categories can be
collapsed under one category, M(X), i.e., a Predicate X.
Thus, assuming these‘constituents, the structure of the

equational sentence can be analyzed as in (80).

(80) [IS.....MI.....M(X)]

.Condition: V = ig always deleted in the equational
' Structure except when it is in the past
and future tense, i.e., (kana = was, -
sayakunu = will be)

The constraint on such structures in Ibn ya®i¥'s terminology

is that M represents three existential verbs:

(81) a. yakﬁnu ‘ i.e., BE
b. yastaqirry ———o i.e., EXIST

¢. yahduBu i.e., HAPPEN

The two verbs in (81b) and (81c)‘must be deleted in any |
Syntactic environment of the equational sentence. The verb
in (8la) must be deleted only if it ié in the present tense.
This means that the verb yakunu 'BE' is not deleted in the
past and future tense. The category (X) (i.e., NP, AP, PP,
AdvP), however, must take the Position of the deleted verb

and function exactly as if it were that V.
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Putting what Ibn ya®I¥ hag stated in our modern
theoretical framework, we can nave the following lexical
Properties of the deleted and substituted verb in the

equational structure.

(82) +{ M(V)] +( M(X)]
+yakunu +NP
tyahdubu m——dy +AP
tyastaqirru +PP

v * +AdvP

The configurational Structures of the equational

sentences in (83) and (84) are shown in (85a) and (85b).

(83) zaydun f1 4 - dari
Zayd in the house

2ayd is in the house.

(84) zaydun #*(yakunu huwa) fi (d - dari

Zayd is he in the house
As for Zayd, he is in the house.

(85) a., K _-_?
A/\Is

NL IS
, ,
zaydun //////////
M MI f
% fro PP

yakunu huwa £1 d-dart
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b. IS ‘ -
MII/\T
j? IS
zaydun \ Pro M
+Nom l_ I
+Os “(yakunu) (huwa) PP
£1 d-dari
+Gen
+L

Thus, the general structure of the existential sentence

might be represented in the following structures.

(86) a. =zaydun $a%irun

Zayd poet
Zayd 1is a poet.

b. IS
M’I/\M
TP IS
zaydun vV P;;\\\\‘\\\\‘M
+Nom L : J
: tOs/E (yakunu) (huwa) p

CI

v-
sa irun
+Nom
+0
S

(87) a. €amrun balimun

€amr patient

“Amr is patient.
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b, IS

71 S M -
NP IS
c
amrun
; +Nom v Pro
+0 E L l
' (yakunuy) (huwa) AP

balimun

+Nom
+Stace

(88) a. Ca?abbagagarran f1 d - dari
— .
Ta?abbagagarran- in the house

) v
Ta?abbatasarran 1s in the house.

b. 1S
NP IS
|,
ta?abbatasarran /,/”///////
v Pro
+Nom I
+0 - .
s (yakunu) (huwa) PP
£i d-dari
+Gen
+L
(89) a, xamrun li-yawmin (wa’ ?amrun 11 —engin )

wine for today and business for tomorrow

Wine is for today (and business is for tomorrow).
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b. IS

T

NP IS

xam,run /I\
Nom v Pro M
0 | | | l
8 (yakunu) (huwa) AdvP

Q

11~ li-yawmin
Nom:]
+Tim
The equational structures above are subject to
transformations, but the only constltuent which can move is
the predicate constituent,i.e., M(X). The only constralnt
on the operation of .transformation is that the category
M(X) must be indefinite. The idea behind this constralnt
’ls Semantic and syntactic because when the category M(X) is
definite and it is at the beginning of the structure, the
Process will have nothing to do with transformation. The
definite M(X) would be generated in the base to the left of
its MI(NP-argument). In ad¢ition, the meaning of the sen-
tence will be narrowed down to focus on the constituent
which is at the beginning of tbe structure; i.e., M(X).
For example, if there is no hero, let us say, except

Sayfubnu01yazan We can attach this quality to that person

Dy generating the M(X) in the base as it is shown in (90)

and (91).
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(90) a. sayfubnugiyazana batalun

Sayfubnugzyazana' hero

Sayfubnuegazana is a hero.

b. IS
Nr : IS
.ggnybnuegazana ; | "’//,/,///]\\\\\\\\\\\
+Nom T Pro ‘ : T
+0, A |
+De L (yakunu) (huwa) NP
batalun

+Nom
+0g4
~Def

(91) a. ?al-batalu sayfubnugfyazana

hero Sayfubnugiyazana

As for the hero, he is Sayfubnugiyazana.

Is ‘
M//\pil
JS NP
|
v / Pro . I sayfubnugzyazana
(yakLnu) (huwa) WP
?al-bagalu

+Nom Y
. +OS
, +Def
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The basic structure and its transformations in the

equational sentence are as 1in (92) and (93).

(92) a. 1S b ‘ 1S
MI/\\M M/\MI
NP IIS IS NIP
V. Pro M V Pro M
i i
[:Deff] [+Def]
(93) IS
TJ/////////\QE;T\\\\\\
IS NlP |
X
[-Def]
(o

As seen in the above Structures, the category M(X) is either
to the right or to the left of MI(NP) in the base. The

‘condition for its initial position in the base is that it

must be definite. But when it is transformed, it must be

indefinite.

The operation of Movement on the basic structure of
the equational sentence can be shown when we transform the

Structures (86b), (87b), (88b), and (89b) to the structures
(94a/b), (95a/b), (96a/b), and (97a/b).
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(94) a. $3%irun zaydun

poet Zayd
Zayd is a poet.

b. IS
| T
IS . NP
/[\ o
\) Pro M zaydun
L , +Def
(yakunu) (huwa) NP +Nom
] +0_
o
V=,
§a irun
-Def
~+Nom
+Os
L |
A

(95) a, @alImun Camrun

patient cAmr

cAmr is paticut.
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b. IS

T/\\
IS ' NP
/r\ Cc
v Pro M amrun
L . l “+Def
(yakunu) (huwa) AP +Nom
| +0g
balzmun
-Def
+Nom
- ..*-OS
L |
(96) a. fi darin ta?abbagagarran
in house" Ta?abbagagarran
Ta?abbagagarran is in a house.
b. ‘ IS
T‘_,,_,—_,_—,_,,———‘*‘§§::::::%;~\\\\\\\\
» 1s TP
T"””’f”;[:\\\\\\\\\\T ta?abbagagarran
- . ’ +Def
(yakunu) (huwa) . PP +Nom
- L +0g
fi darin
-Def
+Gen
+L
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(97) a. yawmun 11 - xawri . (wa yawmun 1li - famri )
one day for the wine and other day for the busineés
One day is for the wine (and the other day is for.
the business),
b.

T,,4—’”/’/”’A\Q::ELT\“~\\\\

18 PP
\" P[:\\\\\\\\M 1i - xamri
—o T Xdmri
_ I +Def
(yakunu) (huwa) AdvP +Gen
+0_
s
awmun
-Def
+Nom
+Time
L |

As seen in the above eéxamples,
is preposed to the left of its

tion of Movement which will mov

the indefinite category M(X)
MI(NP—argument) by the opera-

e M(X) to the front of the

Structure.
Summing up, Arabic shows four types of basic Structures:
(a) verbal Structure (i.e., M-MI-F), (b) nominal ‘verbal

Structure (i.e., MI-M—MI-F), (c
Lure (i.e., MI-MI-M),

MI-M),

which must be constrained in order to generate g

Structures.

some of which need no constraint at all,

) nominal existentigl struc-

and (d) existential Sentence (i.e.,

These structures are subject to different transforma-

and some of

rammatical
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CHAPTER FOUR
. QUESTION STRUCTURES

0. ‘Introduction

In this chapter, I shall investigate the sentence
Structures of question formation in Arabic. The investi-
gation will cover two types of question formation: .the
first type is naam-13 'yes-no' question. - I intend'to
describe the general characters of the Yes-No-Q,‘and I will
Study the syntactic and semantic aspects associated with
‘this type of question formation,

The second type is the Information-Question (henceforth‘
‘I-Q). - The structure of this type will also be examined,

The investigation, however, Will draw its theoretical frame-
work from the general principles of transformational rules.
These transformational rules will be applied to the verbal
and nominal Structures. The study will consequently pro-
Pose some syntactic and semantic constraints which are able
Lo restrict the movement of a category in the generation of
grammatical Structures. 1In addition, I will propose that

Some structures need no Q-movement at all.

1. The Theoretical Framework of the Yes-No-Question

The Yes-No-Q in ‘Arabic has roughly the same Structure
as the basic sentence. The only difference between these

LWo structures is that the question particles which are used
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ih.such @ structure are generated under the AD-node. The
question particles in Arabic change or transform the basic
Structure into a question Structure. The phrase- -Structure
rules of the Yes-No- -Q are basically drawn from the general
framework Proposed in Previous chapters. These rules are

Presented in (1).

(1) a., K —> Ap-Is
b. AD —3> 1Q

?a
c. ) —-—9'{}35}

-MI-
d, 1§ ——> MI_M_}

The configurations (2) and (3) represent the underlying

structure of the Yes-No- -Q in both verbal and nominal

sentences.
(2) a, { } daraba zaydun Samran ?
it Zayd cAmr
Did Zayd hit Amr?
b. K

L J , NIP N‘P

c
daraba Zaydun amran
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7a ' '
(3) a. {hal} zaydun daraba @-Pro c.aml:an ?

Q Zayd hit  he cAmr
As for Zayd, did phe hic cAmr?

N,
r+«’u MI/\M
]

lhal NP IS
‘ zay,dun /I\
M MI F
| ! I
, \Y #-Pro NP
| | .|
daraba (huwa) amran

is represented in (4) .

(4) a. Yes-No-Q + Basic Structure —> Derived Structure
b. Meaning (1) > Meaning (2)

I shall Propose herelchat the only role which the
question particles have ig that they change the basic
declarative Structure to a derived question structure. The
semantié role which the qQuestion particle can Play is

represented in configurations (5) and (6).
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(5) Verbal Structure

¢ .
[+Q] T/M,II\,F
LV, NP NP
specific meaning T
oL j
general meaning '?

(6) Nowminal Structure

K

AD/\

IS ~
Q1 | m/\M
‘ b |
VN e

general meaning ‘ T

Configurations (3) and (6) show that the transformational

Particles have two semantic operations;

the flrst operation

1s to change the general meanlng of declarative structure

to a question Structure.

the constituent which the question bears on.

The second operation is to specify

This issue
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will be discussed in detail in later sections concerning
the semantic aspects of the Yes-No-Q, but the important
point here is that the question particles are considered to

be transformational devices whose function is considered to

be semancic.

1.1. The Syntactic Aspects of the Yes-No-Question .

Arabic uses two transformational particles to express
a Yes-No-Q. These particles are ?a and 33;." They.function
as semantic devices, i.e., they occur in the declarative
Structure to transform it into a‘question. These two par-
ticles share general characteristics, while at the same Cime
they differ from each other in certain structures. These
similariciés and differences will be discussed here.

The most important characteristic is that they both
‘occur in verbal structuré, nominal verbél structure, and
nominal equational structure. This can be illustrated in

the following examples.

f1a

(7) a, ]~hal qama zaydun 7

Q ‘8tood up Zayd
Did Zayd stand up?



129

7a '
(8) a, ha;}' zaydun qama P§-Pro ?

————

Q Zayd  stood up he
As for Zayd, did he stand up?

/\

{::3 Y

zaydun /////A\\\\
+Nom M MI
+4/0 |

’ P-Pro

|

lv
gama (huwa}

+Nom
[Wo]



130

(1) gacirun —w
(11) 'hazinun g>

(1i1) huna
~(dv) £f1 l—bayt£¢J

(1) a poet
. Is Zayd (11) sad ?
(ii1) here :
, (iv) 1n the house

-~

r
(9) a. ih?:l} zaydun

—

b. K
Al/\Is |
[+0]
. l MI
%a I ,
hal ﬂP IS
zaydun
+Nom A Pro M
ors] L |
- (yakunu) (huwa) T
gzc}run
hazinun
huna
fi l-bayti

¢. X syntactically = NP, AP, AdvP, and PP
X semantically = [+State] or [+Locative]
As seen in the above examples, both 2a and hal can
syntactically occur in a verbal structure as in (7a), a

nominal verbal structure as in (8a), andca nominal equational

structure as in (9a). Semantically, however, they operate
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on two syntactic constituents to generate é general and
épecific meaning.

There is another characteriscic which ?a and hal share,
and that is that they may be deleted from the structure.
Ibn HiSam (d. 1368) stated that the question particle may
be deleted even thoﬁgh it changes the structure from a

declarative to a question. He cited the following examples.

(10) a. Oumma  qalu : tuhibbu~ha @-Pro ?

then they said love her you
Then they said: Do you love her?

The actual structure is ?a tubibbu-ha. Note that one can

understand the sentence (10a) as being a question formation

from the intonation residing in tuhibbu-ha. The underlying

structure‘would be in (10b).

b. K

A‘D/\IS
[(+Q] ////////r\\\\\\\
M F MI
p | | |
v PTo P-Pro
tut}lbbu ha (?anta)

But despite the fact that ?a and hal usually may
appear in the same environment, there are some environments
in which only one may appear. These constraints can be

exhibited in the following exémples.
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%a
(11) *hal zaydun gacirun ?am  katibun ?
Q Zayd poet or writer

Is Zayd a Poet or a writer?

hall
(12) ?a qama zaydun ?am *?aJ qucad #~Pro ?
Q stood up Zayd or Q sat down he

Did Zayd stand Up or sit down?

As seen in (11), the Yes-No-Q particle hal cannot occur in
4 Structuré whose two truth-values are related by what is
known in the propositional logic as 'connective operator'
2am. ThéreAis no constraint in ?a in such a Structure. On
the other hand, the Yes-No-Q particle ?a cannot be repeated
after the 'connective Operator' ?am; the only Yes-No¥Q
Particle which can occur‘here is hal, as seen in (12).

The Yes-No-Q particles differ in another respect,
especially when a transformational rule ig operating on

their structures, Let us consider the following example,

?a
(13) a, {;hali} zaydan daraba camruu ?

Q Zayd  hit anr

Is it Zayd that Amr hic?
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A

| | |

zaydan daraba amrun

v
t

The F(lNP- -object) in (13b) cannot be Preposed to the left of

its verb when the Yes-No- -Q particle is hal. This is not the
case when the Yes-No-Q particle ?a is present in the struc- -
ture. However, the F(NP-object) can be Preposed not only

to the left of its verb but also to the left of the Yes-No-Q
particle ?a itself. This means that transformational rule
can move the F(NP obJect) crossing over the AD -position to
reach the initial clause position. This is pos31ble,

however, if and only if the Yes-No- -Q particle is 2a, as

shown in (14a) and (14b) .

(14) a. zaydan {; 1:} daraba €amrun ?

Zayd hit cAmr

Is 1t Zayd that Amr hic?
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caydan :} | l
1

+Ac§] 1fha v jp
daraba camrun
+Nom
+0

A trahsformational rule, hbwéver can move more than
one constituent from the right of the verb to the left.
Once again, the only Yes-No-Q particle which can appear in
such preposing Process is ?a. ?Al-?Istrabadi (d..1289)
stated that the F(object) and the F(AdvP) can both be

adjacent to the Yes-No-Q particle 1&. This can be seen-in

the following example.

(15) a, {;hal}. l-yawma zaydan daraba Camrun ?

today Zayd hit cAmr
Is it today chat cAmr hit Zayd?
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b. : K
‘*r/\m
[+Q]
F M | MI )
{;hal:} Ava | JP % NL
14ydwma zaJdan darabd amLun

L%i:e] ] o]

The Arabic structure of Yes-No-Q has the peculiarity
that if Speaker 1 Says a sentence, Speaker 2 can use the ?a
particle along with one constituent from the declarative
Structure that Speaker 1 prodﬁced. Such a structure is used
when one would concentrate on a certain constituent as a
focus. To form such a question, the structure must meet

two constraints:

(16) a. The only Yes-No-Q particle which can be used is 2a.

b. The constituent transforming the declarative structure
to the Yes-No-Q must inherit all of its syntactic and’
semantic features from the declarative structure.

The transformational relationship between (l7a) and (17bh),
.(18a) and (18b), and (19a) and (19b) can be exhibited as

follows, where the (b) sentences represent a short question.
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(17) a. xaraja  zaydun

got out Zayd
Zayd got out.

b. ?a zaydun ?

Q Zayd
Zayd [+Nom]?

(18) a. qatala “amrun zaydan

killed “Amr  zayd
“Anr killed zayd.

b. ?a zaydan ?

Q Zayd
Zayd [Acc]?

(19) a. mararty bi—éaydin

Passed I by Zayd
I passed by Zzayd.

b. ?a bi-zaydin 2

Q by Zayd
By Zayd [+Gen]?

In examples (l7b) (18b), and (19b), the constituent in the
declarative structure can transform to a Yes-No- -Q structure
carrylng all ics syntactic and semantic features.

The Yes-No-Q has another Syntactic constraint when
adjoined to the negation structure. According to this
constraint, the (T-Neg) transformational negation must apply

first and then Yes- No-Q can apply. But the only queacion
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particle which is used when Yes- No-Q applies is ?a The
change from basic to derlved Yes-No- Q and T-Neg structure

is shown by the following steps Presented in (20).

(20) a. Basic structure 4—~—~——F—%>

b. Neg-structure e

c. Yes-No-Q—structure m——

d. Yes-No-Q-Neg-Basic structure

The underlying structure of the four operations in (20) can

be seen in the following examples.

?a ' '
(21) a. {;ha;} lam  yaqum zaydun ?

Q Neg stood up Zayd
Did not Zayd stand up?

b. : K
76///,//~L\\\\\\K
e ///////Q\\\\\
I AD IS
%a l
*hal [Neg]
_ I M MI
lam l
T WP
yagqum zaydun

b

The geﬁeralized transformational rules of‘Ygs-No-Q

adjoined to an embedded Structure, however, are similar to

the previous transformational process of (20). Here, the
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basic structure is generated first, the embedded Structure
will come sécond and then the main Structure and the
embedded structure will be transformed to a Yes-No-Q. The
constraint here is that the only transformatlonal question
particle which may be used ig ?a.  The transformational )
Process of constructing a Yes-No-Q in the embedded struc-

ture is presented in (22).

(22) a. Basgic structure ——————>,
b. Embedded structure ———

€. Yes-No-Q structure —-——4—-€>

d. Yes-No-Q Embedded Basic structure

The transformational operations of (22) can be seen in the

following examples.

?a , ,
(23) a. {;ha;} zaydun ?in  tadrib-hu @-Pro yadrib-ka @-Pro ?

Q Zayd if hit him you hit you he
Is it Zayd that if you hit him he will hit you?
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b /l\
ﬁD Is ‘
l. MI M
?a ’ |
*hal N,P K
zaydun
+Nom AD s SZ
+0 | /
[Cond]
I M F MI F MI
?in l I ' l
v Pro P-Pro Y Pro #-Pro
. tadrib  hu  (?anta) Yadrib i, (huwa)
+Acc +Nom +Acc +Nom
+0 +A +0 _{[+a

1.2. The Semantic Aspects of the Yes-No-Question

Applying the semantic system of ?Al-Jurjani to the
Yes-No-Q, we can see that the transformational question
particle operates on the constituent adjacent to it on its
right. At the same time, it operates on the whole struc-
ture. According to this system, the constituent adjacent
to the question particle will be questioned. In addition.
the whole structure will be affected semantically. The

semantic system of the Yes-No-Q is exhibited in (24).
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This meéns, ifys= MI(NP;agent),‘then we are asking about
the actor of the event; if Y = F(NP-object), then we are
asking about the object which is acted upon; and if

Y = M(V), thén we are asking about the évent or action. In
other words, we are questidning the item to the immediate
right of the question particle. The general meaning,
however, will change the sentence containing Y, Z, and W
froﬁ its declarative status to‘interrogative.status. To
illustrate the semantic aspects of the Yes-No-Q, let us

consider the following examples.

?a
(25) a. {:ha;} ja?a rajulun ?
Q man

came

Did a man come?

b. K '
AID/\IS
(+Q]
| M MI
{:?a:} I l
hal T 7P
ja?a rajulun
| | +Nom
+4A/0
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. r?a
(26) a. | hal rajulun ja?a @<Pro ?

Q man came he

Was 1t a man who came?

b. K
T/\xs
[+Q] ///////A\\\\\
l MI M

$-Pro

1 |

_ ja?; (huwa)
+Nom
+A/0

f

The clauses in (25b) and (26b) have different semantic

Structures. The structure in (25b) asks for specific
Information about the event of the verb and general informa-
tion about the whole activity. On the other hand, the
Structure in (26b) asks about the kind of person who came,
i.e., whether it is a man or a woman.

In short, the constituent most immediately adjacent to

‘the question particle is assumed to bear on the specific
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(28) Verbal Structure

a. man Qaraba zaydun ?

whom hit Zayd
Whom did Zayd hit?

+Ac§] Nf [Q-phrase]

Qaraba Zzaydun

+Nom
+A

(29) Equational Structure

a. ?ayna mayyun ?

where Mayy
Where 1s Mayy?

b. | K
AD/\IS
. [1Q] .
/\ M
?ayna P I , '
+Acc e 13
] | _
mayyun v Pro
+Prop I

+Nom (takunu) (hiya) [Q-phrase]
t0g4

L
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The Q-phrase which is associated with the MI-position,
on the other hand; is the nominal Structure. Here the
Q-phrase 1is generated under the MI-node, therefore there
will be no Q-movement. The Q-phrase hére bears syntactic
and semantic relations. This can be seen in configurations

(30) and (31).

(30) Nominal Verbal-Struc;ure

a. man ja?a @-Pro ?

who came he

Who came?
b. K
AID /\IS
[+Q] /\
/\ MI M
man ‘ [ ,
\ [Q-phrase] IS
[25a] PN
I
T Q-Pro

ja?a (huwa)
. | +Nom
+A/0

(31) Nominal Equational Structure

a. man fi himsa ?

— c—

who in Homs

Who 1is in Homs?
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b. K
A,D/\IS
4] ’//////(//f\\\\\\\\\‘
/\ MI M
man p '
+Nom ] "[Q-phrase] ‘ IS
g ,/”’/‘/Tf\\\\\\\

r P-Pro PP

(yakunu) (huwa) fI himsa

¥Prop
+Gen
+L

This means that the nominal verbal structures and some

nominal equational structures (whose constituent adjacent
- to the Q-phrase is [-proper noun]) do not show any movement.
In the non-movable Q-phrase in (30) and (31), the empty

category of the covert pronoun MI(@-Pro), or damir mustatir,

will be adjacent to the verb on its right in the case of
nominal verbal structure, while‘the Q-phrase is located

under the MI-node.

2.1. Q-Movement in the Verbal Structures

The Arabic verbal Structures suggest that the Q-
movement has just one direct movement starting from the

F-node to the +Q-node, i.e., from the IS-node to the K-node.

The justification for such a direct movement is that each

particle in Arabic has itg peculiar syntactic and semantic
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" Properties. Thus the Q-phrases are different from the
complementizers, even though all these Particles are

subsumed under the AD-node. Let ug consider the following

‘ eXamples,

(a) mayyan

(32) a. ?%arada zaydun ?an yuqabila #-Pro J (b) hazinan
1 (e) ?al-yawma

wanted Zayd Comp meet he @ fI §-§Ini
(a) Mayy
Zayd wanted to meer < (P) sadly

(c) today
(d) 1in China

b. man ?arada zaydun “?an yugabila §-Pro (a) 2

whom  want Zayd  Comp meet he

Whom did Zayd want to meet?

¢. kayfa ?arada zaydun ?an  yugabila P-Pro mayyan (b) ?

how . want Zayd - Comp meet he Mayy
How did Zayd want to meet Mayy?

d. mata ?arada zaydun ?an  yuqabila #-Pro mayyan (c) ?

when want Zayd Comp ' meet he Mayy
When did Zayd want to meet Mayy?

e. ?ayné ?arada zaydun ?an yuqabila @-Pro mayyan (d) ?

where want Zayd Comp meet he Mayy

Where did Zayd want to meet Mayy?
In (32a), the Q-phrase is generated at the end of the
Structure under the F-node. The underlying Structure of the

clause (32a) is presented‘in (33).
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/\

(33)

M
" man P ,
v

kayfa N

[?an]

M.

h

i P ‘ K
mat3 L , '
” :
-rayna_j ?arada zaydun :
N AD
[ -
T

- Pro

ngabila (huwa)

[Q-phrase] [Q‘Phrase]

*

As indicated in (33), the Q-phrase which might be

(a) F(NP-object), (b) F-(NP- -manner) ,

(c) F(AdvP- tlme), or

(d) F(AadvpP- location) can move directly from the end of the

clause to the initial pPosition, i.e., +Q-node.

2.2, Q-Movement in the Nominal Verbal Structures

As proposed before, the Q-phrase in the nominal verbal

S8tructure is generated under, the. MI-node (i.e

Q-phrase is MI) without need of Q-movement,

., 1f cthe

Arabic, however,

exhibits some 8tructures which consisc of MI(NP) as a theme

and an I-Q structure as a rheme or comment.

This means

that the Q-phrase of the sentential- comment is moved to the
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+Q-position from the position where it is generated, i.e.,

F-node. Let us consider the following examples.

(34) a. zaydun ?ayna daraba~hu camrun ?

2ayd  where hit him “Aur
As for Zayd, where did CAmr hic him?

b. 1§

/\, |
| :

NP

zaJdun ,,/”/)’//’/N\\\\\\\\\‘

e T 18

+0

| ///,Eﬁg\\ {//ﬁiqu\\\\\\r
—

M
?ayna ] I \
Ace V °  Pro NP [Q-phrase]
] | c
daraba hu amrun

+Acc +Nom
+0 +A

(35) a. mayyun Lkayfa quala—hE zaydun ?

Mayy how met her Zayd
As for Mayy, how did Zayd meet her?
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b Is ~ '
' 7? - ' K o
nayyun /\
AD 1S

- Pro i'NE [Q-phrase]

T —X
5]
<
(]
’xy

i':lbala ha zaydun

+Acu.:| [ ]

In (34b) and (35b) the pronominal copy dSSOCldted w1ch the
'quesc10n sententlal comment is. coreferentlal w1th the
' antecedent MI(NP -topic). At the same time, movement rule
operaces freely in the sententlal comment, mov1ng the
Q- Phrase from the end of the clause to the +Q- poSltlon
which is deacent to the right of MI(NP topic).

ThlS Structurql relation is pObblblL also in another
C/pL of nomlnal verbal structure, especxally when the sen-
tential comment of the question is dominated by the
MI(Q- phrase) which is generated in the base without
involving any transformation. rule. The constralnt here is
that the MI(NP -object) must precede the MI(Q- phrase) ; a; the

Same time, the MI(NP -object) must be coreferential wich a
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'resumpcive Pronoun-in the Sententiéi commént (i:e » the
coverc.subject pronoun). The other constralnt is that the
‘FI(Q ~phrase) must be coreferential with a resumptive pronoun

aCCaChEd to the verb in the sentential comment; This

relatlon can be seen from the following examples

(36) a; mayypn man ?ababba—ha #-Pro ?

. ———

Méyy . who loved her  he
As..for Mayy, who loved her?

/\

NP

e | /\
rﬂf"‘"‘ | I+Q1 /\

man
Nom . [Q phrabe_] ‘ .IS :
! ,

Pro ° p-Pro
?ahabba ha . (huwa) .

[+’1‘rans] +Acc][ m]

Arabic eéxhibits a third type of nominal verbal

sCruCCure whcn the MI(Q-phrase) alone is 5enerated in the

base Here there must be g reaumpt1ve pronoun in the
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sencenCLal comment The condition here 1s that the‘

resumptlve pronoun whlch can be overt or covert,

che cond1c1ons of (37).

(37) a, It must be coreferential .with ics anrecedent MI(Q
- b,

gender number, and person.

The relatlons between the MI(Q phrase) and the resumptlve

pronoun can be seen 1n the follow1ng examples.

(38) a. . ?ayyuhum . ja?a P-Pro” 2

which of them came he

. Which of them came?

b, - ok =
A’D/\Is |
) //////’”5\\\\\\
;//,,/f”‘\\\\\ MI M - \
?azxuhum . ] : , ,
T [Q-phrase] I8
+Nom -
f» i
lb T ﬂ-Tro
j;?a huwa
[Wo]
(39) e.' . ?ayyuhum daraba-huy -zayaun ?

which of them hit him Zayd
Which of them did Zayd hit?

ke Wt & 1

‘must meer -

-phrase),
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b. K- ‘ ‘ , -
AD/\IS. '. |
U MI M "
?axxuhum )] ’ ‘ . . ' ]
Nom . : [Q-ph?asej IS
A T . T M,I
T Pro Nf. :
daraba - hu ggydun'
+Acc +Nom
+0 +A
~(40) a, ?ayyuhum marra  zaydun . bi. - hi  ?
which of them passed Zayd by him
By which of them did Zayd pass? o
b, K ' ,
A,D/\IIS o
. MI S
?ayyuhum ) , | | ,
rNom [g—phrase]v . | IS
oA T M'I. | F
\I/ NP P,P'
Rarra - zaydun bi-hi
[ +Nom r¥Cen
SR YORERE .

|
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In (58b); the MI(QAphraee); i.e., ?a ayyuhum,; is coreferential
with the resumptlve covert pronoun (@-Pro) which is in a
subJect p051tion The MI(Q -phrase) -in (39b) is coreferential
with the resumptive overt Pronoun hu, which is 1n an object
position. The MI(Q-phrase) in (40b) 1is coreferential with
the resumptive overt pronoun hi, which 1ls in an’ ObJeCC of-

preposition pOSltion

2.3. QﬁMovement in the Nominal Equational Structures

The equational _8tructure in Arabic shows two types of
Q- phrases One Q-phrase is generated under the M -node, and -
it is moved from its position to the +Q-node under certain
constraints This type of Q Phrase must be adJacent to a
proper noun.i The second Q-phrase is generated under the
MI- node dlrectly and there is no Q movement involved here.
This type of Q- phrase must be adjacent to g non proper noun.

Let us consider the following examples.

(41) a, zaydun ?al—muntaliqu

Zayd  the departer
Zayd is the departer.

b. man il-muntaliqu ?

who the departer

Who 1s the departer?
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man ] : l , .
+Nom [Q-phrase] IS
+4/0| ///,//’\\-\\\\\\
‘ ‘ T Pro _ T
(yakinu) (huwa) NP

il-muntaliqu

+Nom |
+State
-proper

In (4lc), the Q-phrase is generated in the base under the

MI-node. On the other hand, some equational structures show
that the Q-phrase, after it is generated in the base under
the M-node, will be moved to the +Q-node. The constraints
here are that the Q-phrase which is moved must either
represent the adverb of location, time, or mannef, Or must

be adjacent to a proper noun such as Zayd. Thesé constraints:

can be seen in the following examples.

(42) a. zaydun #£a%irun

Zayd poet
Zayd 1is a poet.

b. man zaydun ?

———

who Zayd
Who is Zayd?
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C. N K

ﬁﬁ/’,/’///’f“\\\\\\\\\ls | |

(0] /\
/\ MI : M
man ] , |
A : NP IS

;azLun //’/////Pf\f\\\\\\\

+Nom v v ?ro H
o, B
+proper (yakunu) (huwa) [Q-phrase]
(43) a. ?7al1 - qitalu l-yawma
the fighting today
The fighting is today.
b. mata -1 - qitalu ?
when the fighting
When 1is the fighting?
c. K
76///////»\\\\\\\13
/\ MI : M
mata ) , ,
+Acc Ne I8
+Time _
l-qitaly
A Pro
+Nom I
(yakunu) (huwa) [Q-phrase]

|
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(44) a. mayyun fi himsa

| ———— _— —————

Mayy in Homs
Mayy is in Homs.

b. ?ayna mayyun 7

where Mayy
Where 1§ Mayy?

w/“\
N,P

tAcce
+L
mayyun

+Nom
+0q (takunu) (hiya) [Q-phrase]

|

(45) a. mayyun jamilatun wa ?almaciyyatun

Mayy  beautiful apd smart
Mayy is beautiful and smart.

b. kayfa mayyun ?

how Mayy
How 1s Mayy? .
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kayfa ') , ‘ ,
FAce . : NP I8
-i-manner:’
mayyun .
“+Nom 1Y Pro M-
+0, [ .
(takunu) (hiya) (Q-phrase]

As seen in (42¢), (43c), (44c), and (45c), the Q-phrase is
generated at the end of the Structure (M-node) and it is

moved to the +Q-node.

2.4. The Syntactic and Semantic Constraints of the
Information Question '

In this section, we will see that there are'certain
syntactic and Semantic festrictions which block the
Q-element from moving freely in the Ssentential étructures.
The restrictions which are imposed on the Q-element, however,
can be discussed under two generél constraints, The first
constraint is related to an independent Q-phrase. The

second constraint 1ig related to a unified Q-phrase.

2.4,1, Constraints on Indeﬁendent Q-Phrases
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the left of its verb to be sister- -adjoined to 1t under the
IS-node. At the same time, the Q- phrase in the same IS-node
- will move to a higher node (i €., *¥Q-node). The constraint
on the Q- phrase and F(NP-object) can be- seen from the

following examples

(46) a, ca‘s’iqa qaysun layla

loved Qays Layla
Qays loved Layla,

b. layla cagiqa qaysun

Layla 1loved Qays
It {8 Layla that Qays loved.

C. mata cagiqa qaysun layla ?

when loved Qays Layla
When did Qays love Layla?

dX* macra layla ca.s'iqa. qaysun,

when Layla loved ~ Qays

As seen in (46b) and (46c), when one constituent movement
occurs in the Structure, it will be grammatical regardless
of che nature of the constituent moved. But when two con-
Stituents are moved, as in (46d), the Structure is ungram-
matical. The transformational movement 1s exhibited in the

configurations (47a), (47b), and (47¢).



(47) a. K
A,D/\IS
[+Q] %\
, MI F, F,
p | | |
NP NP \ X
) ]
asiqa - gaysun layla Z
[-i-No :, Igcc]/
b. . K
AiD/\Is
(+Q] /N
/\ M MI F F,
wata [ , , , , l
+hce - v NP NP [Q-phrase]
[+Time I ,
, ca‘s’_iqa gaysun layla
T [ ] +Acc:,
c » K ‘ |

=
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The rule that can capture this linguistic reality is given

in (48).
(48) x.....[K-AD(+Q)-IS-M(V)—F(Y)].....Z

Y cannot be adjacent to the M(V) on its left and to the
right of AD(+Q) at the same time; Y is F(NP-object) and
F(Q-phrase). |

This constraint of (48) is relaxéd 1f and only if the
constituent adjacent to the AD(+Q) is either PP or AdvP.

Thus the following examples are grammatical.

Q-phrase PP
l | I

(49) a. limada fi $-3ar1y darabta~hu @~Pro ?
why in the street hit  hinm you
Why did you hit him in the street?

Q-phrase AdvP

i I s B
2
maoa l-yawma sana at mayyun ?
what today did Mayy

‘What did Mayy do today?

The constituent adjacent to the Q-phrase is PP in (49a) and

AdvP in (49b). This movement is shown in (50).
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(50) K

e
{j sL l NP {Pro7 [Q-phrase]
AdvP NP‘r

such as (51),

(51) Y camnot be adjacent to the left of M(V) and to the righe

of AD(HQ) at the Same time unless Y {g pp or AdvP. or
Q~-phrase. ‘

' Related to this Structure, some words in Arabic are

marked either as accusative or genltive case. But when the

to the right of the Q-phrase, these words will be marked

the case marker of accusative, 1.e, » [tAcc]. There is one

word adjacent to it on its right, This Q-phrase is kam,

many
much

marked either [+Acc] or [+Gen], but when the PP or Advp con-

i.e., how The F(NP-TamyIiz) in this case can be

stituent is adjacent to the Q- phrase, ‘the F(NP -TamyIz) will

be marked [+Acc], as shown in the following examples .
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l .
dirhamin v
(52) a. bi - kanm dirhaman ?istarayta~hu @-Pro ?

for how many dirham

bought it  you
For how many dirhams did you buy it?

b. , K
AID/\IS
/\ M/FMINF
bi~kam ] ' ' , l
dirhamin v Pro ~ #-Pro [Q-phrase]
dirhaman v ,
?istaryta huy (?anta)
| - 1 AdvP-Tipe l*dirhamin Y1 , .
(53) a. bi - kam ?al-yawma dirhaman listarayta~-hu @-Pro ?

for how many today dirham

bought it you
For how many dirhans did you buy it today?

l R
—

AdvP- Location
|

- *waladin c
b. kam f1i l-bayci waladan yal abu @-Pro ?

how many i1in the house

play he
How many boys are Playing in the house?
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/\

[+Ql /

5>
\

— ” F F \
ok | 1 ’ I
PP NP v [Q-phrase]
{Ava J |£+Acc ]l :

(-
b

a

As seen in (52b), the word adjacent to the Q-phrase
kam can be marked either [+Acc] or [+Gen]. But when the
F(PP or AdvP) categories move to the rlght of the Q- phrase,
the word F(NP) is marked only [+Acc]. We notice that (53c¢)
undergoes three syntactic operations: (a) the major cate-
gory of the Q-phrese and constituent adjacent to it.is moved‘
from the end of the strueture to the Q-position; (b) the
category of F(AdvP or PP) 1ig moved from 1its original posi-
tion to the right of the Q-phrase; and (c) the F(NP-Tamyiz)
which is adJacent to the Q-phrase is moved to the right of
F(PP or AdvP). , '

When operating in an embedded structure, the Q-movement
will be of a different hature. Arabic structures show that

when the Q-phrase is generated in an embedded clause, the

Q-movement must move the Q-phrase to the nearest AD(+Q) to
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‘its left position, otherwise the stfucture will be
ungrammatical. The ungrammaticality comes from the fact
that if we move the Q-phrase further it will belong to cthe
main clause and it will no longer be in its embedded struc-

tural domain. This can be seen in the foilowing examples.

(54) a. qad ~cariftu ?ayyahum darabta @-Pro

have just known which of them hit you
I have just known whom you hirt,

E////”\\\ M MI F
0 | | |
'

[}Acc:] , P-Pro  [Q-phrase]

darabta (?anta)

+Nom
+A
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(55) a. qad carifcu bl - ?%ayyihin mararta @-Pro
have just  known " by which of them passed you

I have just known by whom you passed,

b Kl ‘ ‘
AD/\IS]‘ |
(-Q]
M MI F
qad , P’ L
v ro
/P , l :
carif tu
AD S, ' ‘

[+’Q] /JI\
l

,—””"A\\\ i F
bi-?ayyThim ¢ ! | I
+Cen v P-Pro (Q-phrase)
L |
mararta (?anca)
+Nom
+A/0

.In (54b), the Q-phrase (object) ?ayyahum which ig in
.the HQ position is dominated by the embedded structure ISZ'
To construct a question formatioﬁ, it moves from the end of
’che embedded clause (F-node) to the initial position (i.e.,

+Q-position). (55b) has the same ptocess. Here the

Q-phrase (object of Preposition) bi-?ayyihim is in the

+Q~position. It ig generated at the end of the embedded
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clause (F-node), thus being controlled by the embedded
structure 152' The movement of these Q-phrases to the main
clauae will produce an ungrammatical Structure.

In (54b) and (55b), the main clause/ISl dominates the
embedded clause 152' but not ics constituents. Since the
Q-phrase is a constituent within the domain of ISZ’ it
cannot be dominated by the main clause ISl.

The constraint on Q-movement in (54b) and (55b) is
similar in its process to another constraint eveh though
they have different natures. In the new constraint, the
Q-phrase cannot move from the position where it is generated
to the initial pPosition, i.e., the first AD(HQ). The reason
is that the Q-phrase occurs in the nominal verbal struc-
'ture, i.e., the Q-phrase cannot cross*overvthe MI-node in
the nominal verb&l structure. Let us consider the following

examples.

(56) a. zaydun daraba @-Pro camran EEQiban - lamsi

Zayd hit he cAmr angrily yesterday

As for Zayd, he hit cAmr angrily yesterday.

kayfa c '
b. zaydun matd daraba @-Pro “amran ?

Zayd how/when hit he €anr

how
As for Zayd, when;}did he hit cAmr?

‘kayfa c
c* | mat3 zaydun daraba @-Pro apran

how/when Zayd hic hé €Anr
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kai?;//////\\\\
mata

M MI F F
A | | | |
T P-Pro NP [Q-phrase]
daraba (huwa) “amran
[: :] +Ac§]
*
kayfa ' zaydun $5nicun @~Pro ?
how Zayd  doing [VN] he

How is Zayd doing?
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b K
AID/\IS
[+Q]
kayfa ] MI M
/T\ , I
NP IS

zaydun /\
' v Pro M F

l

(yakunu) (huwa) NP [Q-phrase}

- . c
5ani un

We notice in the nominal verbal structures of (56d) that

the Q-phrase 1s moved from the end of the clause and crosses
over the MI(NP) Zayd, but the result is an ungrammatical
Structure; whereas the movement to the AD(+Q) node which is< '
adjacent to the right of the MI-node Will result in a gram-
matical structure. The Q-phrase in the nominal equational
Structure of (57b) is moved from the end of the clause and
Crosses over the MI(NP) Zayd to reach the Q+-position, yet
the structure is grammatical. The constraint which can cap-
ture the free Q-movement in the equational strﬁcture and the

restrictive Q-movement in the nominal Structure can be seen
in (58).
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(58) [K-AD(+Q)-Is-Mi(NP)¥M-IS-M(X)-F(Y)]

[Q-phrase]

Y cannot be moved to the domainlof AD if X is v.

2.4.2. Constraints on the Unified Q-Phrases

Arabic sentential Structures sometimes show that the

Q-phrase and the constituent to its right or left position

are dominated by a gajor or higher category.

When trans-

formational Principle operates on such a category, it must

move not only the lower category of the Q-phrase, but the

whole major category; otherwise,

in ungrammatical structures.

the movement will result

The major category by which

the Q-phrase and irts constituent are dominated might be

different types.

consider che following examples.

(59) a.

bi-mada daraba “Isa musa ?

with what hit cfsa Moses
With what did “Ts3 hic Moses?

| ]

bl ~ kam rajulan marra Zaydun

by how many man passed  Zayd
By how many men did Zayd pass?

1

c = -
amma yatasa%alun ?

about what ask they

One type is the F(PP) category. Let us

9

‘

About what are they asking? (Holy Qur?an)
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d. min ?ayna ?ac¢3’ s-samaw?al ?

from where came ?assamaw?al

Where did ?assamaw?al come from?

The underlying Structure of (59a-d) is in (59e) .

[+L] M,/’:;;;;7T\\\\\\\\
]

S
F
|
Y

e,

F
/\ |
M g VX PP
f/////N\\\\;:;hjase
| T ]
Y

In (59e), the two lower categories of P and Q-phrase are

controlled by a higher major category PP. Thus, when a

transformational rule operates on the Q-phrase, it must move

the whole PP category and not the Q-phrase alone; otherwise,

the structure will be ungrammatical, as shown in (59%e).

The other type of construction involving a major

category dominating the Q-phrase and another constituent is

the possessive construction. This can be exhibited in the

following examples.
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-
(60) a. ?ayya rajulin qabala zaydun ?

which man met Zayd
Which man did Zayd meet?

[+|Q] M/I\

/////,/”\\\\\ MI F
"] l |
AA/} : T . WP NP
qabala Zaydun
Q-phrase TP
?uyyail‘ rajulin
* |
L |
Y |

(61) a. 81°ra ?ayyil ggcirin ?ahabba zaydun ?

.

poetry which poet liked Zayd
Which poet's poetry did Zayd like?
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b Kv
T
\
[+Q)
/+Q\ M MI \ﬁ"
y | | l
AN . T Nr NP
?ahabba  zaydun . _
NP, Q-phrase NP
, 1 2
81%a Tayyi ¥E°ir1n
' (N
,. |
L ]
/ )

- We notice that the Q-phrase 1s dominated by the F(NP)
category in (60b)‘and (61b).. The Q?movement is supposed to
move the whole category of F(NP). I shall call the Q-phrase
in all these constraints Mobile Q-Phrase, i.e., the Q-phrase
way precede the constituent, follow the constituent, 6r'it
may bé between two constituents. These facts show that in
Arabic when a category such as a prepositional phrase or
possessive construction is in#olved, only the entire con-
struction can be questioned, not ; sub-part of the
construction. This shows that prepositional phrases and
possessives are 'islands' in Arabic.

In short, Arabic shows two question structures:
(a) yes-no question, and (b) I-question. Syntactically,

these two structures are subject to different transformations
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which produce different_meanings. Semantically, cthese two

Structures share the same semantic aspects, i.e., they

generate specific and general meanings. The syntactic and
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CHAPTER FIVE
THEORETICAL IMPLICATIONS

0. Introduction

Chomsky (1977:75) stated that "rules can vary from
language to language within the constraints imposed by
Universal Grammar, but ir ig often assumed tha; conditions
on rules must be invariant. Thig assumption is somewhat
arbitrary. There is no a priori reason not to assume the
opposite.”

In this chapter, I shall exﬁlain the theoretical
implications for Arabic and Universal Grammar, Theoretically
speakiné, this chapter will show the Principles of the
sentence structuré in Arabic, which can be subsumed under
the Universal Grammar, In addition, it will show the
8pecific principles of thé Arabic Sentence structure which

is subsumed under the theory of Arabic grammar,

1. Arabic Sentential Theory

In Chapter One, we saw the general principles of the
Sentential theory of Arab grammarians through the analysis
of the structures and their syntactic and semantic notions.
This is important, however, for the general principles of
linguistic theory and Universal Grammar because some of the
Arabic structures might suggest some facts which can be

important for developing the sentential theory in general,
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been generated under the MI-node. 1In such a case, the verb
must be either intransitive or transitive which must require

an F(NP-object) to its right position. The general struc-

Lure of the base-generated Q-phrase is shown in (26).

(26) K
iﬁ/’////,/”\\x\\\\\\sls |
(+Q] A ’///,/”//,\\\\\\\\\\ -
, MI M
P

(Q-phrase] IS
’h /\
‘ T MI T
v Y 2
[+subject] [+object]

V = Intransitive or transitive whose NP-object is F(2).
Y = A full or an empty category of pronoun.

The coreferentiality between the subject of the verb
and the topicalized constituent leads us to discuss another
constraint imposed on Arabic structures.

Arabic allows the Q-phrase to move to the right
position of the MI-topic, but not to its left. The gram-
maticalicty of such a condition can be exhibited in the

following examples.
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(27) a. zaydun kayfa daraba @-pro amran 2

Zayd how hic- he €Amr
As for Zayd, how did he hit cAmr?

b. zaydun maca daraba @-Pro Samran 9

Zayd when  hit he cAmr
As for Zayd, when did he hit CAmr?

Since (27a) and (27b) are grammatical, we can have a more
adequate rule, as in (28).

(28) [K[ADl(-Q)][...MI...[K[AD2(+Q)].;.X...¥]]]

A [Q-phrase]
, L,

*

A transformational rule cannot move a Q-phrase to the

domain of ADl, and it can move it to AD2 only if X is V.

This constraint Will allow the Structures of (27a,b) to have

the following underlying Structure (29).
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(-Q]
MI :
(. |
NP ‘ K
zaydun . ’//”/////NZ\\\\\\\\\
+Nom AD I3
L] |
: [+Q)
| / M MI F F
kayfa ¢ ', , ,
mata . T §-Pro NP [Q-phrase]
daraba (huwa) camran
+Nom +Acc
+A +0
Y ,
*
5. Conclusion

Any linguistic approach Seeking a scientific
investigation of empirical, eéxact, and objective analysis
needs to be based on different varieties of linguistic data.
In addition, it needs'to be flexible in iﬁs theoretical’
Principles in'the sense of being able to benefit from the
different linguistic daca which belong to different languages.

In light of these facts, modern linguistic theory might
‘benefit from.the‘linguistic data presented in this study.

At the»éame time, it would be useful in our contemporary

Arabic language research to open our €yes to the tremendous
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and advanced development'in the technology of modern
'linguistics. In doing both tasks, we understand.not'only
the 1inguistic‘system of the Arabic‘language adequately,
but we can understand the mentality of the Arabs as well.
Because my beliéf, like that of Hjelmslev (1961:127), is
that "linguistic theory is led by an innér'necessity to
recognize not merely the linguistic system in its schema
and ics usage, in its totality and its individuality, but
also man and human society behind language and.all man's
'sphere of knowledge thfbugh language. At that point,
linguisctic theory has reached its.prescribed goal:

humanitas et universitas."

Wa 1-13hu ?aSlam o
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